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Measuring Performance in Forensic Automatic Speaker
Recognition: VQ, GMM-UBM, i-vectors

Rudolf Haraksim' and Andrzej Drygajlo’

Abstract: The purpose of this paper is to evaluate the performance of different methods used for
forensic automatic speaker recognition (FASR). For this purpose, three different methods were
chosen (VQ, GMM and i-vectors). The most recent efforts in automatic speaker recognition (ASR)
have resulted in the development of i-vectors, a method based on factor analysis and eigenvoice
decomposition. In addition to the i-vectors, two traditionally used text-independent speaker
recognition methods, namely Vector Quantization (VQ) and Gaussian Mixture Model — Universal
Background Model (GMM-UBM) based are used. Although it has been proven that the VQ and
GMM methods perform well in matched recording conditions, their performance is degrading in
mismatched conditions and they require the use of additional compensation techniques. The
performance of the three methods in both cases (matched and mismatched recording conditions) is
evaluated in accordance with the methodological guidelines for best practice in forensic
semiautomatic and automatic speaker recognition.
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1 Introduction

The purpose of forensic automatic speaker recognition (FASR) is to provide information
of evidential weight if speech in the questioned speaker biometric voice sample (BVS)
originates from suspected speaker or not. Best-practice FASR process is associated with
the Bayesian interpretation framework and calculation of the strength of evidence
(likelihood ratio (LR)). In this process, the feature vectors extracted from the questioned
speaker BVS are compared against the feature vectors extracted from the suspected
speaker BVS [Dr07, Ro02] using deterministic or statistical methods [Ro06].

For the performance evaluation experiments we have chosen three different
representatives of them. Two of these methods, deterministic (VQ) and statistical
(GMM) have been shown not to be significantly affected by the length of speech
utterances. These two methods usually perform well in the matched recording conditions
but for the mismatched training and testing conditions require additional techniques
[ABDO04, AD12]. The i-vectors method, on the other hand, has the channel compensation
functionality embedded. An overview of different approaches evaluating the strength of
evidence in forensic speaker recognition (FSR) in the Bayesian interpretation framework
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using likelihood ratios (LR) is presented for example in [Ki09]. While the VQ [Ki09]
has the advantage of not requiring many speech utterances, the outcome of this method
is a distance based on the k-nearest neighbors and additional procedure is required to
compute the LRs from the distance measures. The GMM [CMO00] output similarity
scores and the i-vectors [Del 1] produce log likelihood ratios.

Performance evaluation is done using a dataset with a known ground truth by analysing
the accuracy and the discriminating power of all methods, as described in [Dr16].

2 Methods used

All three methods chosen (VQ, GMM-UBM and the i-vectors) have one point in
common. From the signal processing point of view, the high-dimensional feature vectors
(13 Mel Frequency Cepstral Coefficients (MFCCs) and their first and second order
derivatives) extracted from the speech signal are transformed into low-dimensional
representation , the codebook in case of the VQ, the method parameters in case of the
GMM-UBM and the i-vectors, which are used to compare the feature vectors extracted
from the questioned speech utterances with speaker models in FASR.

The UBM was created by pooling all the training data using the expectation
maximization (EM) algorithm. Given the relatively small size of the training dataset and
in order to avoid over/under fitting we have created one 64-mixture GMM from the
training dataset. The same amount - 64 codewords - was used in the VQ to create a
codebook. The reader may consider using higher mixture dimensionality, our ambition
was a fair comparison across the ASR models [Re00]. Further 13 suspected speaker
models consisting of 64-mixture GMMs were created and adapted from the UBM using
maximum a-posteriori (MAP) estimation.

The i-vectors method was proposed by Dehak et al. [Del1]. The i-vector implementation
used in our experiments is based on the Microsoft (MSR) Identity Toolbox [SSH13],
which is based on the eigenvoice decomposition and factor analysis and uses the
probabilistic linear discriminant analysis (PLDA). The process of extraction of i-vectors
from the feature vectors includes cepstral mean variance normalization, creation of the
GMM-UBM from the training dataset, MAP adaptation of the evaluation dataset from
the UBM, learning the total variability subspace [Dell], i-vectors extraction, learning
PLDA [PE07] and computation of similarity scores using the PLDA model. 64 Gaussian
mixtures are used to produce GMMs and UBM prior to i-vectors extraction.using fixed
set of parameters. Following parameters are used in the process of constructing i-vectors
in our experiments: number of GMM mixtures (64), UBM iterations (10), total
variability subspace iterations (10), PLDA iterations (5) and the dimensionality of the
eigenvoice subspace (1).
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3 Dataset used

A set of French speaking persons, recorded by the Institute de Police Scientifique (IPS)
at the University of Lausanne (UNIL) and the Speech Processing and Biometrics Group
at the Swiss Federal Institute of Technology Lausanne (EPFL) is used. The dataset
contains BVSs of 61 male speakers aged between 18 and 50, where the majority of
speakers are aged between 18 and 30. The speech is recorded in two different conditions
(Public Switched Telephone Network - PSTN, Global System for Mobile
communication - GSM). 17 BVS per individual were recorded covering text dependent
as well as spontaneous speech, ranging from 3 to 240 seconds. The dataset was split into
the training (48 speakers) and performance evaluation (13 speakers) subsets.

The training dataset, used to compute the UBM parameters in the case of GMM, the VQ
codebook and the i-vector parameters (GMM model and T-matrix) contains 699
variable-length (15-45 sec.) speech utterances of 48 speakers. The "reference" subset is
used to create suspected speaker models and contains 4 variable-length BVSs (15-45
sec.) per each of the 13 speakers, which are used to compute the codebook (VQ) or the
parameters (GMM-UBM / i-vectors) for the suspected speakers. The questioned BVSs
"trace" subset contains 11 BVSs per speaker ranging from 15 to 45 seconds. Feature
vectors extracted from the questioned BVSs are subsequently used to compute the LRs.

All BVS are subject to voice activity detection (VAD) [MY 14], which was suppolied as
a part of the VOICEBOX package [Br]. 39-dimensional feature vectors are extracted
from each of the BVS [KL10].

3.1 Bayesian interpretation framework

The strength of evidence £ of the observed BVS is evaluated using two competing
hypotheses Hy and H, and background information:

Hy: Suspected speaker is the source of the questioned BVS
H,: Suspected speaker is not the source of the questioned BVS

It is possible to use alternative propositions, keeping in mind that each change in
hypotheses might induce a change in the reference population, recording conditions, etc.
The strength of speech evidence is evaluated using the LR formula:

o P(EIH)
P(EIH,) (1)
where evidence E represents features extracted from the questioned BVS. All available

implementations of the three methods, including the VQ, which traditionally outputs
similarity scores based on distances between the codebook and the feature vectors, are
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treated to output LRs using a leave-one-out [CTO7] linear logistic regression calibration
(LLR) [Ra07, chapter 6.5.4]. The left-out score plays the role of the evidence and the
rest of the LRs depending on the source of origin of the questioned BVS and the
suspected speaker model are used for calculating the parameters of the LLR.

4 Performance evaluation

As proposed in [Dr16, chapter 4.2] the performance is measured in terms of accuracy,
discriminating power and calibration. The performance is presented using Tippett plot
[MEO1] and the associated accuracy metric of Probability of Misleading Evidence
(PME). The Proportions Trade-off curves with the accociated metric of Equal Proportion
Probability (EPP) measure the discriminating power. The Empirical Cross-Entropy
(ECE) [RG13] plots with the associated metric of log likelihood ratio cost [BP06]
measure the accuracy (ClIr), discriminating power (ClIr™™) and calibration (CIIr*").

For the matched conditions the performance of the three methods is evaluated using two
different recording conditions (GSM and PSTN), as presented in Section 3. Under the
matched conditions there is no difference in the the training dataset and evaluation
dataset recording conditions. In the mismatched conditions the recording condition of the
questioned speaker BVSs is different from the recording condition of the suspected
speaker BVS (e.g., questioned BVSs are recorded in the PSTN condition and the
suspected speaker BVSs are in the GSM condition and vice versa). The training dataset
contains speaker BVSs in both conditions (combination of GSM and PSTN BVSs).

5 Experimental results

Similar parameterization conditions are used across the three methods under evaluation
to ensure a fair comparison of the methods (64 Gaussian mixtures, 64-word codebook).

5.1 Matched conditions

In the matched conditions the training and the evaluation dataset are recorded with the
PSTN or GSM. Figures 1 and 2 show the Proportions Trade-off curves, Tippett plots and
the ECE plots for two matched conditions and all three methods. Proportions trade-off
curves (Figure 1 — left) show, that the best discriminating power measured by Equal
Proportion Probability (EPP), which is found at the intersection with the proportions
trade-off curves and the main diagonal, was observed for the GMM-UBM method for
the PSTN (fixed line) dataset (EPP = 0.0145), while the worst EPP was observed for the
VQ for the GSM dataset (EPP = 0.0985%). On the Tippett plots (Figure 1 — right) we
measure the performance of the methods using the PMEs, which are found at the inverse
cumulative distribution functions for logL.R = 0. Here lowest PMEs are observed for the
GMM-UBM method and the PSTN (fixed line) dataset (PMEy,=0.014, PMEy,=0.03),
while the highest PMEs are observed for the VQ for the GSM dataset (PMEg,= 0.099,
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Fig. 1: Proportion trade-off curves on the left, Tippett plots on the right

Figure 2 shows the graphical representations of ECE in which we can explore the Clir
values, Cllr at the intersection of the red-solid curve and the dashed line corresponding
to Prior(logjpodds) = 0 and ClIr™" at the intersection of the blue dashed curve and the
dashed line corresponding to Prior(logjgodds) = 0.
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Fig. 2: Empirical Cross-Entropy plots

Best discriminating power measured by the ClIr™" and the best accuracy measured by the

Cllr is achieved by the GMM-UBM method on the PSTN (fixed line) dataset (Cllr™" =

0.06, Cllr = 0.084), while the worst discriminating power and the worst accuracy is

achieved by the VQ method on the GSM dataset (Cllr™ = 0.279, Clir = 0.315). Detailed

results are presented in Table 1.

The LR values produced by the three methods were subjected to the leave-one-out linear
logistic regression calibration. The calibration measured by the ClIr* (CIIr** = ClIr -
ClIr™") indicates the best calibration for the VQ for the PSTN dataset and the worst
calibration for the i-vectors on the GSM dataset.
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EPP PME PMEy, Cllr Cll™ Cllr™™
GMM PSTN | 0.0145 0.014 0.018 0.084 0.06 0.024
GMM GSM | 0.077 0.07 0.077 0.242 0.22 0.022
iVec PSTN | 0.0285 0.028 0.03 0.124 0.095 0.029
iVec GSM | 0.0845 0.098 0.077 0.275 0.238 0.037
VQ PSTN | 0.0425 0.035 0.048 0.151 0.13 0.021
VQ GSM 0.0985 0.098 0.107 0.315 0.279 0.036

Tab. 1: Experimental results obtained by the three methods on the PSTN and GSM datasets

5.2 Mismatched conditions

In the mismatched conditions setting we assume that the recording condition of the
questioned speaker BVSs is different from the recording condition of the suspected
speaker. The questioned speaker recorded in the PSTN condition and the suspected
speaker recorded in the GSM condition is labelled as C/, while the questioned speaker
recorded in the GSM condition and the suspected speaker recorded in the PSTN is
labelled as C2. We further assume that the training dataset contains both recording
conditions (e.g., GSM and PSTN). Figures 3 and 4 show the Proportions Trade-off
curves, Tippett plots and the ECE plots for the mismatched conditions.

Proportions Trade-off curve
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Fig. 3: Proportion trade-off curves on the left, Tippett plots on the right

The proportions trade-off curves (Figure 3 — left) indicate, that the best discriminating
power measured by the EPP was achieved by the i-vectors (EPP_C1 = 0.0845, EPP_C2
= 0.0915). The EPP measured for the VQ and GMM-UBM in both mismatched
conditions would likely improve by using channel compensation techniques [ABDO04,
AD12]. The discriminating power for the VQ and GMM-UBM methods resulted in EPP
> 0.3 for both mismatched conditions.

For easier interpretation, the logLR scale of the Tippett plots (Figure 3 right) was
modified in Figure 4. Due to the absent channel compensation, the GMM-UBM and the
VQ do not extract as much evidential information from the speech fragments as the i-
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vectors. For the i-vectors we observe the lowest PMEs (PMEyo> 0.063, PMEy; < 0.109)
while the highest PMEs are produced by the VQ (PMEyy> 0.36, PMEy; < 0.46).
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Fig. 4: Empirical Cross-Entropy plots (different scales than in Figure 2)

The best discriminating power and accuracy, as presented in the ECE plots (Figure 4) are

obtained by the i-vectors method for both mismatched conditions (ClIr™ < 0.3, Cllr <
0.322). The VQ and the GMM-UBM result in accuracy (Cllr > 0.9) and discriminating

power (ClIr™™>0.85). The summary of the results is presented below in Table 2.
EPP PMEy, | PMEy, Cllr Cly™ cir
GMM Cl1 | 0.378 0.343 0.4 0.915 0.875 0.04
GMM C2 | 0.336 0.32 0.36 0.9 0.85 0.05
iVec C1 | 0.0845 0.077 0.096 0.32 0.285 0.035
iVec C2 | 0.0915 0.063 0.109 0.322 0.3 0.022
VQ ClI 0.42 0.36 0.46 0.965 0.94 0.025
VQ C2 0.399 0.32 0.46 0.97 0.937 0.033

Tab. 2: Evaluation results obtained by three methods in the C1 and C2 conditions

6 Conclusions

In the matched recording conditions all of the three evaluated methods obtained
comparable results and merit their place in the FASR, keeping in mind that different
settings (e.g., larger code-books, different training parameters) would have produced
different, potentially better results. The question of: "Which one should be used in a
particular case?" we leave to the discretion of the forensic expert.

From the results obtained in the mismatched conditions in terms of discriminating power
measured by the EPP and Cllr™, accuracy measured by the Clir and calibration
measured by the Cllr* we can conclude, that the i-vectors method performs within
boundaries comparable to its performance in the matching condition on the GSM
dataset. The results presented in [ABD04, ADI12] indicate, that the use of channel
compensation techniques would improve the results of the GMM-UBM.
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