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Abstract 

In 3D modeling, the work piece should be at the very center of attention. Many 3D modeling tools 
work rather directly on the mathematical representations, such as polygonal meshes. In contrast, virtual 
sculpting abstracts the 3D modeling process by providing virtual tools not unlike those used by artists 
for sculpting physical objects. In this paper, we investigate how virtual sculpting can benefit from 
bimanual interaction on interactive surfaces. We present our interface design and the results of a con-
ducted case study. We compared bimanual interaction on interactive surfaces to bimanual interaction 
using a stylus together with the keyboard. We found that interactive surfaces have greater affordance 
for bimanual interaction and we suggest that virtual sculpting could benefit from a combination of 
stylus and multi-touch interaction in the future. 

1 Introduction 

In 3D modeling, the work piece itself should be at the very center of attention, not the inter-
face or the mathematical model behind it. However, state of the art tools for 3D modeling 
and animation work rather directly on mathematical representations, e.g., polygonal meshes, 
as do the tools, which even require users to numerically specify the details of some opera-
tions. In recent years, virtual or digital sculpting has become more popular as an alternative 
method to traditional mesh oriented modeling tools. Virtual sculpting (VS) abstracts from the 
mathematical model by providing the user with a set of virtual tools (often called “brushes”), 
which to some extend mimic physical tools used by traditional sculptors and artists. For 
example, in most VS systems there are brushes to add material, to flatten, smooth, or crease 
the surface (figure 1). From an input device perspective, VS in established software tools can 
be performed using the mouse or a stylus/pen in combination with the keyboard, the latter 
combination being the favored one. Although, VS frees the artist to some extend from think-
ing about the underlying mathematical models, instead allowing him to focus more on the 
details of the work piece, VS compared to physical sculpting is still an awkward and tedious 
process. 
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Figure 1: Screenshot illustrating virtual sculpting and showing the modeling environment presented to the user. The 
target object is located at the center of the screen; on the left the user can select different tools (“brushes”) for 

sculpting. Sculpting is performed by applying the active brush to the target object repeatedly at different locations. 

In part, this results from the lack of a physical representation and tactile feedback but in part 
this can also be attributed to the workflow resulting from the typical combination of input 
devices, especially regarding effective bimanual interaction. The benefits of bimanual inter-
action have been demonstrated by numerous studies in the past (Leganchuk et al. 1998; 
Hinckley et al. 1998a; Hinckley et al. 1998b; Gribnau & Hennessey 1998; Balakrishnan & 
Hinckley 1999; Buxton & Myers 1986; Guiard 1987; Balakrishnan & Kurtenbach 1999) and 
indications have been found that bimanual interaction can be superior compared to unimanu-
al interaction not only in terms of efficiency and speed but also in terms of task understand-
ing. However, the same studies also suggest that the benefits of bimanual interaction are 
highly task and interface dependent. Therefore, in addition to studying general abstracted 
tasks, it is also important to investigate specific task/input device combinations within the 
context of their application domain. In this paper, we present our interface design for biman-
ual VS on interactive surfaces and we report on a case study, we conducted in order to inves-
tigate unimanual and bimanual interaction patterns for VS on interactive surfaces compared 
to the established stylus/pen input devices. The results of our study suggest that interactive 
surfaces can indeed be used successfully for VS and they have a stronger affordance for 
bimanual interaction than stylus/pen in this context. Guiard’s kinematic chain model (Guiard 
1987) for asymmetric division of tasks in bimanual interaction holds for VS regarding mod-
eling and camera control when using multi-touch (MT), although not as strongly as expected. 
We could also observe that bimanual interaction takes a substantial amount of training and 
that the stylus is better suited for the manipulation part, which strongly suggests a combina-
tion of stylus-based interaction with MT for this application area. 
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2 Related Work 

Different approaches to VS have been proposed in the literature. Early systems allowed the 
user to draw simple polygonal shapes on the screen that were automatically extruded to 3D 
and intersected with other shapes to generate the final object (Parent 1977). Other works 
improved upon the mathematical model, employing different voxel-based representations 
(Galyean & Hughes 1991; Wang & Kaufman 1995) or models based on implicit functions 
(Raviv & Elber 2000; Ferley et al. 2001) using different adaptive sampling schemes to ex-
tract isosurfaces for rendering. Many systems include typical tools for adding or removing 
material or smoothing the surface. Some systems work rather directly on polygonal meshes 
(Bill & Lodha 1994) while others employ constructive solid geometry (Mizuno et al. 1998). 
Parviainen et al. investigated aiding geometric shapes such as boxes, planes, and lines to 
improve the user’s recognition and understanding of the 3D world in a sculpting system 
(Parviainen et al. 2004). 

Many interface designs and much research in this area is based on studies of Guiard, who 
investigated interaction patterns for bimanual interaction. He found that even for tasks that 
superficially might be considered as unimanual tasks, often the non-dominant hand (NDH) 
supports the actions of the dominant hand (DH) in specific ways, leading to increased overall 
performance. He called his model the “kinematic chain” (Guiard 1987). As different input 
devices exhibit different capabilities with respect to bimanual interaction, researchers have 
tried to formalize and group input devices based on their interaction model (Hinckley et al. 
1998a). Other studies investigating the potential benefits of bimanual interaction have found 
that users can benefit on different levels from bimanual interaction. Depending on the specif-
ic scenario, bimanual interaction can lead to increased speed, precision as well as under-
standing and an improved mental model of the task (Buxton & Myers 1986; Leganchuk et al. 
1998; Balakrishnan & Hinckley 1999). Balakrishnan and Kurtenbach explored the benefits 
of distributing manipulation and camera control between the DH and NDH, using two mice 
as input devices (Balakrishnan & Kurtenbach 1999). 

Frisch et al. investigated using combined MT and pen input for diagram editing. In contrast 
to our findings they report no clear user preference for choosing pen over MT with regard to 
specific operations and their participants scarcely employed combined MT and pen interac-
tion (Frisch et al. 2009). 

3 Interaction Design and Gestures 

Following a user-centric design approach, the interaction design is based on a careful exami-
nation of video tutorials for VS in order to identify the most important tools and how they are 
used. The goals of the video analysis were two-fold: Identifying the fundamental set of tools 
needed for VS (provided such a set actually exists) and identifying common usage patterns. 
A corpus of video tutorials from the web was selected for analysis by the following criteria: 
A focus on VS, i.e., no “mixed” tutorials including other 3D modeling techniques, coverage 
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of the complete modeling process from start to finish by the tutorial, and the level of exper-
tise/quality of the instructor and video tutorial, respectively, judged by taking user ratings 
into account. 

In total 12 video tutorials (approx. 5h:30m) were analyzed. For the analysis all operations 
related to sculpting (including menu control for changing properties and tools) were counted. 
Operations/commands related to general window/application control were excluded. The 
results of the video tutorial analysis showed that the fundamental set of operations needed for 
VS consisted mainly of only seven actions: application of current tool/menu use (38.27%), 

 

One finger is used for the most common operations, i.e., application 
of the current tool or selection from the menu. 

 

Two fingers if used on the target object are mapped to the smoothing 
tool. If used off the object two fingers can be used to pan the view. 

 

 

Three fingers can be used to either rotate the view or change the tool 
size depending on their relative angle. If they approximate a 90-degree 
angle changing the tool size is selected otherwise the view is rotated. 

 

Four fingers are used to zoom the view. 

 

Five fingers when performing a short tap are used to execute the undo 
operation. 

Table 1: Multi-finger gestures for sculpting 
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view rotation (21.94%), view zooming (12.33%), smoothing (9.89%), view panning (8.22%), 
tool/brush size adjustment (2.44%), and undo (1.2%). Other actions comprised less than 
1.2% of the total number of actions observed. The application of the current tool and the use 
of the sculpting menu were counted together because both operations were performed simi-
larly from the user’s point of view, i.e., simply touching the tablet surface with the pen, while 
other operations required additional modifier keys. 

If the set of operations is relatively small, multi-finger gestures provide an effective means of 
mapping general operations to MT gestures (Matejka et al. 2009; Walther-Franks et al. 2011) 
and they allow for different types of bimanual interaction. In addition to using the number of 
fingers, we used parameters, such as if the fingers are on the target object or the relative 
position of fingers to extend the possible number of mappings. Based on the results of the 
video analysis multi-finger gestures were defined for the set of fundamental sculpting opera-
tions (table 1). 

4 Case Studies 

A user study was conducted to explore interface design issues and usage patterns for biman-
ual VS with MT displays. The concrete goals of the study were as follows: Demonstrate the 
principle applicability of MT control to VS. Verify if Guiard’s kinematic chain for bimanual 
interaction applies to VS, possibly identify alternative bimanual/unimanual usage patterns. 
Compare usage pattern/interface issues to the interface combination of pen and keyboard. 

Many existing studies in the field of MT interfaces strive for a “walk up and use” application 
and evaluation. However, we claim that 3D modeling is inherently difficult and requires 
some training. Furthermore, several studies suggest that bimanual interaction on MT displays 
might be an expert technique not naturally performed by novice users (North et al. 2009; 
Terrenghi et al. 2007; Walther-Franks et al. 2011). Therefore, it was not the goal of the study 
to demonstrate any kind of naturalness or walk up and use criteria. A case study with fewer 
subjects but with each subject having more time than usual and exploring the interface to-
gether with an instructor therefore seemed a good approach to investigation for this applica-
tion. 

In order to compare MT and pen/keyboard input, participants were asked to try both types of 
interfaces. The pen/keyboard controls were based on the default settings of the 3D modeling 
application Blender1 and simplified to focus on the same fundamental set of operations pro-
vided by the video tutorial analysis described above (table 2). 

                                                           
1
  http://www.blender.org 
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Use tool / menu operations Stylus tip 

Rotate view Stylus button + stylus tip 

Zoom view Ctrl + stylus button + stylus tip 

Smoothing Stylus eraser 

Pan view Shift + stylus button + stylus tip 

Change tool size F key + stylus tip 

Undo operation Ctrl + Z key 

Table 2: Control mappings for stylus/keyboard interface condition. Left: Operation to be executed Right: Sty-
lus/keyboard action required to perform the respective operation 

4.1 Setup and Procedure 

Four participants (2 male / 2 female) took part in the experiment with an average age of 
20.75 years (SD 2.86), all right-handed. Participants had heterogeneous pre-experience re-
garding MT/pen interaction and 3D modeling. Each participant tested both interface condi-
tions (MT vs. pen/keyboard) for a substantial amount of time (approx. 1.5 hours per partici-
pant). Because of the very substantial time investment, participants were paid a small (15 
EUR) amount of money as compensation for their time. Participants were encouraged to take 
breaks whenever they felt exhausted. 

For modeling a special version of the open source 3D modeling tool Blender was employed, 
which was modified by us in order to process MT input according to the control mappings 
described above. As MT input device a 22” 3M monitor (M2256PW) was used set to its 
native resolution of 1680x1050 pixels. The monitor also acted as non-interactive display with 
disabled MT functionality for testing pen input. For the pen input we used a Wacom tablet 
(Intuos3 A3 wide) along a standard keyboard. Besides the tip, the employed pen featured two 
buttons and the butt end of the pen could be used like an “eraser”. To avoid confusion both 
buttons were set to the same functionality for the test. 
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Figure 2: Different views of the target model used to instruct the participants during the experiment. 

The complete procedure consisted of the following steps for each interface condition: Partic-
ipants were introduced to the experiment and demographic data was collected. Then partici-
pants were instructed by a short tutorial video (approx. 3 minutes) that demonstrated each 
control and the basic workflow of VS. Following the video, participants had time to acquaint 
themselves with the controls and ask questions. When the participants affirmed to feel com-
fortable with the controls, they were provided with images of different views of a target 
model (figure 2) and they were asked to re-model it using the particular interface as accurate-
ly as possible, starting from scratch. The goal model was taken from one of the tutorials 
intended for beginners and was chosen because it utilizes the complete fundamental set of 
operations. Participants were provided with a printed one-page summary of the interface 
mappings. We considered this step finished, when the participants were satisfied with their 
created model. During the experiment, participants were asked to adjust the monitor and 
input devices to their comfort and encouraged to try both a sitting and standing position. The 
final step consisted of collecting subjective feedback. Participants were asked to fill out the 
System Usability Scale (SUS) questionnaire followed by a semi-structured interview. We 
collected video and audio data of each session for further analysis. The order of interface 
conditions was randomized across participants. 

4.2 Results 

Participant 1 had experience with mobile MT but no experience with 3D modeling, desktop 
MT, or pen. The participant was generally able to perform all MT gestures successfully. At 
first, the participant exclusively used the DH. Later, the participant started using the NDH 
more often, mostly for asynchronous camera control. Synchronous bimanual control could 
only be observed a single time. Although the illustrations from the one-page manual (table 1) 
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did not depict any use of the thumb, the participant used the thumb for most gestures. Several 
times we observed the participant trying to use the “pinch” gesture for zooming although not 
supported by our system. After the first half of the MT condition, the participant switched 
from a sitting to a standing position. During the pen interface condition only unimanual con-
trol was observed. When asked about it, the participant noted to prefer the pen interface to 
MT. 

Participant 2 had considerable experience with MT on mobile devices but no experience 
with desktop MT, pen or 3D modeling. For the pen condition, only unimanual control with 
the DH was observed at first. Later, the participant started using the keyboard with the NDH. 
Although the pen worked in absolute mode, the participant often tried to use it like a mouse, 
i.e., lifting the pen several times while panning, which seemed to confuse the participant. The 
participant interacted mostly unimanually with the DH during the MT condition and made 
extensive use of the reference sheet. During the experiment, the participant switched from a 
sitting to a standing position. Towards the first half of the MT condition, the participant 
started to keep both hands slightly above the surface and often used the NDH asynchronous-
ly for camera manipulation, while the DH was used for modeling. At the end of the experi-
ment, the participant started to use both hands for modeling and camera control based on 
distance to the point of interaction. The participant rated MT to “provide a better feeling for 
what you are doing”. 

Participant 3 had some experience with MT on mobile devices but no prior experience with 
3D modeling, desktop MT, or pen. The participant almost exclusively interacted unimanually 
with the DH in both conditions. In general, the participant successfully used all MT gestures. 
The participant only interacted in a sitting position but changed his posture often during the 
experiment. Similar problems with using the pen in a mouse-like manner as noted above 
were observed. The participant rated the pen condition to be a “little less straining” than MT. 

Participant 4 had some experience with desktop MT, pen and 3D modeling. In the pen inter-
face condition only unimanual interaction with the DH could be observed. In the MT condi-
tion, the participant employed bimanual interaction right from the start, using the NDH strict-
ly for camera manipulation and the DH for everything else. The participant only interacted 
from a sitting position. While commenting very positively on the bimanual interaction possi-
bilities of the MT interface, pen was rated to be “slightly less straining”. 

The SUS scores were 24.0 (SD 5.24) for MT and 32.25 (SD 1.92) for pen. The frequency of 
operations was roughly equal for both conditions (on average approx. 15 actions per minute), 
MT coming out slightly ahead. Regarding bimanual interaction, we summarize the results as 
follows: After a learning and acclimatization phase of about 30-40 minutes, all participants 
occasionally used bimanual interaction in the MT interface condition. One participant with 
considerable pre-experience demonstrated bimanual interaction right from the start. When 
observed, bimanual interaction was almost exclusively restricted to asymmetric and asyn-
chronous interaction, using (mostly) the NDH for camera control and the DH for everything 
else. In the pen condition, only very rare bimanual interaction (holding modifier keys with 
the NDH) could be observed if at all. 
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5 Discussion 

Regarding our initial goals as stated in section 4, we conclude from the results that we could 
demonstrate the principal applicability of MT and bimanual interaction to VS. We could 
confirm results of earlier studies (Terrenghi et al. 2007; North et al. 2009) regarding the great 
impact of the mouse pre-experience on the user’s mental model concerning MT interaction. 
Because of the case study approach with more time per individual user we could clearly 
observe an increase in bimanual interaction over time. Guiard’s model seems to hold for 
asymmetric division of labor between the DH and NDH in the case of manipulation and 
camera control. However, it must be noted that the model is not strong enough to derive 
heuristics for detection as users still occasionally switch the roles of the DH and NDH or use 
the hands symmetrically. Regarding the comparison between pen and MT interaction pat-
terns, it must be stated that pen is more established and refined, which we see as one reason 
why it performed slightly better. The participants preferred the pen for the manipulation part, 
however, in the current combination with the keyboard, users do not leverage the potential 
for bimanual interaction compared to MT. We conclude that a combination of pen for ma-
nipulation with MT for camera control might be a good combination. In a first iteration of 
our system, we considered continuous operation switching by lifting and putting down fin-
gers “on-the-fly” but participants initiated gestures in a very distinctive and sharply separated 
manner, taking their hands completely off the screen between different actions. 

6 Conclusion and Future Work 

In this paper we presented our interface design to support bimanual VS. We reported results 
of a user study showing that in principle VS works successfully on interactive surfaces. Our 
results show that our interface design affords a division of labor according to Guiard’s kine-
matic chain for VS on interactive surfaces, however, bimanual interaction required a substan-
tial learning phase and thus is not well suited for walk up and use scenarios. In comparing 
MT interaction patterns to pen/stylus interaction, we could show that MT can be easier to 
understand than pen interaction. While both input devices often seem to be affected by the 
strong influence of mouse-based mental models. The pen was preferred for the manipulation 
part, while MT was preferred for camera manipulation. We conclude that VS might benefit 
from a combination of pen and MT. While our results have been encouraging they have to be 
verified and extended through additional studies in the future. Furthermore, we would like to 
extend our system to incorporate simultaneous pen and touch interaction. 
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