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ABSTRACT
In times of data-driven business, privacy and data protection are
gaining importance. Users and legal bodies require the implemen-
tation of privacy-enhancing and transparency-enhancing technolo-
gies, such as privacy dashboards. Even though privacy dashboards
contribute to privacy and data protection, they may also carry
risks themselves. For example, privacy dashboards require access
to and collection of quite a huge amount of personal data. This
of course leads to a conflict with their primary goal—namely pri-
vacy, including data-minimization—and thus leads it ad absurdum.
We particularly focus on privacy dashboards for employees as an
example technology for transparency and self-determination at
their workplace. Conflicts address among others transparency vs.
data-minimization, and self-determination vs. social pressure. In
this paper, we elaborate such conflicts and discuss corresponding
solution strategies.

CCS CONCEPTS
• Security and privacy → Social aspects of security and pri-
vacy; Usability in security and privacy; • Human-centered
computing → HCI design and evaluation methods.

KEYWORDS
Usable Privacy, Conflicts, Software Quality, Privacy Paradox

1 INTRODUCTION
With the rise of digital technology, companies are increasingly pro-
cessing personal data (e.g., of customers, employees, partners) to
offer their services. Thus, the management of personal data is an in-
tegral part of companies’ daily business. Requirements for the man-
agement of personal data are given by legal bodies, for example, the
European General Data Protection Regulation (EU-GDPR) [5]. Such
regulations aim at protecting the data subject’s (any person whose
personal data is being collected, held or processed) privacy by en-
suring transparency and self-determination. Companies can imple-
ment these requirements with appropriate privacy-enhancing tech-
nologies (PETs) and transparency-enhancing technologies (TETs),
such as privacy dashboards, privacy policies, or anonymization
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procedures. In this paper, we focus on privacy dashboards and par-
ticularly elaborate on workplace privacy dashboards, i.e., privacy
dashboards for employees, who are the data subject.

1.1 Problem & Contribution
During the conception of workplace privacy dashboards in our
project “TrUSD”1, also negative implications and concerns with
respect to privacy dashboards arose. More specifically, the introduc-
tion of privacy dashboards poses problems that should be solved
by them. We faced the issues that transparency might contradict
data-minimization and might open the door for surveillance, self-
determination can lead to social pressure, the centrality of privacy
dashboards eases attacks, and trust might actually be decreased
by the dashboard. In this position paper, we discuss use cases for
privacy dashboards, their positive contribution to privacy, contrast
them with the upper-mentioned conflicts aspects, and discuss pos-
sible solution strategies. The conflicts we discuss are based on the
requirements we elicited in our project, and considerations of the
project team, which has expertise in the fields of software engi-
neering, usable privacy and legal regulations. The list of conflicts
is thus not complete and solution strategies are not fully generaliz-
able. However, by incorporating conflicts and solution strategies
into corresponding quality models, quality standards and pattern
collections, we hope to improve the quality of privacy dashboards.

1.2 Paper Structure
In section 2, we present related work in the areas of usable privacy,
quality models and conflicts. In section 3, we explain what use cases
a privacy dashboard should ideally offer, based on the state of the
practice, the legal and the data subject’s perspective. With this as a
background, we present and discuss the mentioned arising conflicts
in section 4. We conclude in section 5 and discuss future work.

2 RELATEDWORK
In the following, we discuss related work regarding usable security
& privacy, and quality models & quality conflicts.

2.1 Usable Security and Privacy
Privacy dashboards are our measure of choice to increase privacy.
In general, various projects evaluate the applicability and usability
of privacy dashboards. In the myneData project [17], for example,
a user-controlled data market for personal data is being created.
A decentralized solution is the MyData project [19], in which a
cockpit is only used for transparency and control, but data remain
with the services and can be exchanged via (existing) channels after

1https://www.trusd-projekt.de
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user consent. In the SPECIAL project [14], a holistic approach is
being developed, in which data from various sources is aggregated
and harmonized on the basis of machine learning and semantic
technologies. Even though usability is an important aspect of these
projects, the conflicts we address in this paper are not explicitly
considered.

Furthermore, usable privacy cannot come without usable secu-
rity, as security measures are used to implement privacy. Existing
literature on usable security shows that the user is an important
part of modern security chains. The strongest technical security
measure is not effective, if attackers can circumvent them by means
of social engineering. Well-known case studies analyze the usability
of email encryption with PGP [27], of file sharing with Kazaa [9],
and of authentication mechanisms and password policies [4, 12].
However, such case studies are specific to one PET or application
and do not consider privacy conflicts arising from the PETs. De-
sign principles for usable, yet secure systems [8, 11] focus on the
development of usable security systems by supporting developers
and emphasizing the importance of considering the user. Those
principles could be extended or adapted based on our discussion.

2.2 Quality Models & Quality Conflicts
Technical and organizational security and privacy measures always
have an influence on different quality aspects of tools and processes.
A typical example is that cryptographic measures oftentimes have
a negative impact on performance. However, there is a large va-
riety of characteristics (e.g., from ISO 25010:2011, ISO 9001:2015,
Gokyo Ri [15] and the Standard Data Protection Model [26]) that
security measures can effect positively and/or negatively. To this
respect, the conflicts discussed in this paper particularly focus on
negative effects of the transparency and privacy measure “Privacy
Dashboard” on security and data protection qualities.

A related, but more general and human-centered problem is the
so-called privacy paradox. The privacy paradox describes the con-
flict between the need for privacy and the actual behavior of users
with respect to taking privacy-related actions and technologies.
Since this conflict is already widely considered in literature, we will
exclude it from our work. Kokolakis et al. [16] surveyed the state
of the art regarding the privacy paradox.

3 PRIVACY DASHBOARDS FOR
TRANSPARENCY AND
SELF-DETERMINATION

In this section, we take a look at the legal situation, especially the
General Data Protection Regulation (GDPR), and the state of the
art and practice. We then derive the most important use cases for
privacy dashboards from it. In addition, we discuss stakeholders,
requirements and special characteristics of privacy dashboards that
are used in the working context.

3.1 Requirements and Legal Background
The GDPR strengthens the rights of European citizens regarding
their privacy and protection of their data. GDPR requires companies
to process personal data carefully and to obey data owners the rights
for transparency, to access their data, to correct their data, to be
forgotten, to be informed about data processing, to restrict data

processing, to object data processing, not to be subject to automated
individual decision-making and for data portability.

3.2 State of the Art and Practice
The GDPR provides general guidelines and does not deal with the
concrete implementation. Tools to protect privacy or to enforce
privacy settings are generally referred to as Privacy Enhancing
Technologies (PETs). There are many tools, for example anonymiza-
tion networks (e.g. TOR) or anonymization procedures in databases,
for example based on differential privacy [6] and k-anonymity [24].

As a sub-category of PETs, there is a variety of tools tackling
transparency issues, so called Transparency Enhancing Technolo-
gies (TETs). Hedbom [10] and Janic et al. [13] provide overviews
and a classification of different (generic) TETs. Privacy Insight [2]
is a transparency dashboard that displays data collection, usage and
storage in graphs. However, it has not yet been evaluated in an in-
dustrial context or optimized for employees as users. Furthermore,
it does not offer any possibilities for self-determination or enforce-
ment of users’ privacy needs. The Karlstad University presented
the tool "Data Track", an approach to visualize the transfer of data
[1], and researched the special requirements for privacy dashboards
in cloud environments [7]. General requirements and a prototype
implementation were researched by the Telekom Innovation Lab-
oratories in Berlin [21]. Together with the Mozilla Corporation,
the Technical University of Berlin conducted research on a user-
friendly privacy dashboard for Firefox OS [18], which explains to
users various functions of mobile devices that disclose personal
data and which can be used to restrict data usage. The University
of Oslo has presented an identity dashboard [23] that gives users
an overview of the use of different digital identities and the data
associated with them. The University of Freiburg published work
on the classification of privacy dashboards [28] and an empirical
analysis of their acceptance [3].

3.3 Privacy Dashboard Use Cases
Privacy dashboards ease the compliance to the GDPR by imple-
menting the following rights that enable users to centrally

(1) inform about the processing of the user’s personal data in
general,

(2) inform about the processing of the user’s personal data,
(3) view the user’s personal data,
(4) request the erasure of the user’s personal data,
(5) request the correction of the user’s personal data,
(6) export the user’s personal data (data portability and backup),
(7) configure privacy settings,
(8) give or refuse consent to data processing,
(9) getting notified about personal data breaches.
Thus, we consider these as our main use cases. From our discus-

sions with different stakeholders, especially the data subjects, it
became obvious that they want to exercise these use cases centrally
and uniformly. Privacy dashboards follow exactly this approach.
The scope of a privacy dashboard is always limited to, for example, a
specific service (e.g., Twitter), a number of services (e.g., the Google
privacy dashboard that covers all Google products), a company (e.g.,
the workplace privacy dashboard we have in focus), or a specific
domain (e.g., personalized advertisements).
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Privacy dashboards are primarily supposed to keep users up-to-
date (transparency) and give them easy access to the privacy func-
tions the user needs (self-determination). Based on these main use
cases, the components of such a privacy dashboard are a knowledge
base, data management, consent management, and communication.
The knowledge base stores information about regulations regarding
data processing (cf. use cases 1 and 2 and Figure 1).

Figure 1: Dashboard Mockup: Knowledge Base

Figure 2: DashboardMockup: Data Usage Request (Consent)

The data management system provides an overview of the own
data stored and processed in the organization and provides features
for requesting the export, erasure and correction of data (cf. use
cases 3, 4, 5, and 6).

The consent management system offers users privacy settings for
general privacy rules (cf. use case 7) and allows them to request or
give consent (cf. use case 8 and Figure 2) for more specific situations.

Finally, the company (e.g., the companies data protection officer)
can inform users about personal data breaches via the dashboard
(cf. use case 9 and Art. 34 GDPR), in addition to information via
direct channels, such as e-mail.

3.4 Application Scenario: Workplace Privacy
Dashboards

In a business context, privacy dashboards can be offered to cus-
tomers (B2C), but also to a company’s employees. In the project
“TrUSD” [25], we focus on the latter case and develop a concept
for workplace privacy dashboards. Like a B2C privacy dashboard,
this worpkplace privacy dashboard is supposed to implement the
users‘ right of transparency and self-determination and to enable
the company to comply to legal regulations. We particularly focus
on German small and medium-sized companies and the situation
in Germany in general.

Major specialities of workplace privacy dashboards stem from
regulations and the relationship between dashboard users and the
company. Legal regulations, such as the GDPR, generally also apply
to employees. However, article 88 allows member states to provide
more specific rules for the context of employment. In a workplace
environment, many personal data of employees simply have to be
processed to administer a company. Some of these processes are
even required by laws that overrule the data protection laws. This
situation aggravates the understanding whether one’s own personal
data are processed legally compliant. Moreover, in comparison to
B2C dashboards, the data users and data subjects often know each
other and are in complex relationships and interdependencies.

3.4.1 Requirement Elicitation. In order to elicit requirements for
workplace privacy dashboards, we conducted twelve workshops
with members of different German companies and research insti-
tutes, an interview session, and a comprehensive literature research.
More details about our requirements model and elicitation formats
can be found in [20]. In total, we identified 49 stakeholders and
collected 35 transparency needs, 7 self-determination needs, 39 data
usage needs, 81 user requirements, 30 success criteria, 45 introduc-
tory requirements, 19 support requirements, and 71 categories of
personal data involved.

3.4.2 Stakeholders. There are a lot of parties that have a stake
in workplace privacy dashboards. The primary stakeholder group
are employees who are data subjects. In addition to the employee
himself, various other stakeholders are interested in ensuring that
processing takes place in compliance with the law - including bodies
such as a supervisory board, themanagement or the workers’ council.

On an abstract level, data is processed by “the employer”. On a
closer look, however, a distinction must be made between automatic
processing, processing by (other) employees, and external commis-
sioned data processing. The middle case is particularly interesting
for us, because the employee is a double role—being both data user
and data subject.

Besides our primary stakeholders, there are a lot of secondary
stakeholders involved. These do not use the dashboard themselves,
but still have interest or influence on it. These include legislation,
B2B service providers (e.g., auditors, processors, suppliers), author-
ities (e.g, safety authorities, supervisory authorities, chamber of
industry and commerce), but also external persons (e.g., customer,
press).

3.4.3 Demands & Requirements. Data subjects (employees) want to
have an overview of all their personal data existing within the com-
pany. They would like to see which person in their company has
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which usage permission for which of their data and for which pur-
pose. In addition, they want to be actively informed when certain
data are actually used (e.g., accessed, forwarded, deleted). Further-
more, employees request an overview and management capabilities
for all privacy-relevant information, including permissions, usages,
(missing) consents and data retention times.

In general, employees expect their employers to handle their
data in a legally compliant and trustworthy manner. This includes
secure and privacy-friendly defaults. Besides, the most frequently
demanded requirement was the possibility to give explicit consent
for certain usages. Furthermore, employees want the option to
delete or correct their data.

Employees want to have a centralized tool with a GUI to manage
all of their privacy settings and information and to directly access
their personal data. However, some of them also want privacy-
relevant information to be shown outside the dashboard, directly
integrated into their work processes. Critical information should
always be explicitly highlighted in the dashboard. Data export
functionality and barrier-free accessibility to the dashboard was
also demanded.

Employees want their data to be protected. However, they them-
selves do not want to spend much time and effort on protecting
their data. Thus, they want to be informed actively by configurable
notifications.

3.5 Derivation of conflicts and solution
strategies

All our requirements were reviewed and consolidated within the
project consortium. The consolidated requirements revealed con-
flicts between stakeholders, which made us aware that privacy
dashboards could lead privacy ad absurdum. This was the starting
point for us to considered other aspects of the dashboard critically,
too.

A further strand, which we followed to identify conflicts, deals
with the influence of concrete security and data protection mea-
sures on different quality characteristics. A measure can potentially
improve a quality, worsen it, or both. For example, measures pro-
moting transparency can improve confidence, but also worsen it
when dubious practices are unveiled.

For this publication we have selected examples of conflicts and
solutions that we felt were particularly worthy of discussion. We
are interested in the opinion of practitioners and other researchers
regarding the relevance and severity these conflicts and the appli-
cability of the suggested solutions.

4 INHERENT CONFLICTS
In this section, we present five conflicts that may arise when using
or introducing workplace privacy dashboards. For each conflict, we
first describe what an “ideal” dashboard would look like from an
employee’s perspective (e.g., comprehensive transparency). “Ideal”
here refers to the complete and comprehensive implementation
with regard to one of the user’s main requirements. We then dis-
cuss which privacy problems this “ideal” dashboard could cause,
and present strategies how to resolve or mitigate these problems.
For our discussion, we take the perspective of Alice, who is an em-
ployee at AnyCorp Inc. and data subject. Her colleague Bob takes

the role of the data user, i.e., he processes Alice’s personal data. We
further assume that Bob processes the data within the scope of his
duties (e.g. as an administrative employee who prepares Alice’s pay
slip) and not for illegitimate purposes (e.g. stalking or performance
monitoring beyond the applicable regulations). However, it is im-
portant to mention, that Bob is also data subject with respect to his
own data, and depending on Alice’s role in the company, she can
be data user as well.

4.1 Transparency vs. Data Minimization
4.1.1 Ideal Dashboard. An ideal privacy dashboard increases trans-
parency by informing Alice about which of her personal data Any-
Corp has access to and how her data is processed by the organiza-
tion (cf. use cases 1 and 2). In particular, transparency requires “mea-
sures that—depending on the type of data to be protected—ensure
that the processes of elicitation, processing and usage are compre-
hensible, verifiable and assessable with reasonable effort.” [22]. For
instance, the privacy dashboard provides information about which
of Alice’s personal data was updated by Bob (in fulfilling his role at
AnyCorp). Thus, the dashboard also encourages digitization.

4.1.2 Problem. In order to provide comprehensive transparency,
many actions that Bob performs (e.g., data access, data process-
ing, data deletion) have to be automatically monitored and logged
by AnyCorp. For example, if Bob updates Alice’s personal data,
this event—including Alice’s ID and Bob’s ID and action—has to
be logged. Thus, the event itself is person-related with respect to
both employees. The greater or more precise the transparency is,
the more person-related data needs to be collected. This collection,
however, conflicts with the principle of data minimization. More-
over, a dashboard itself counteracts data minimization; the privacy
dashboard is yet another system storing data, which are partly al-
ready available in other systems. The challenge is, to balance the
principles of transparency and data minimization, which are both
central aspects of the EU-GDPR.

4.1.3 Solution Strategies. First, the dashboard itself should store
as few data as possible. Instead, it should be integrated with other
(legacy) systems that need to store the personal data anyway and
serve as some kind of proxy. Second, Alice should be provided
with exactly the data she actually needs—no less, but also no more.
Of course, users require different levels of detail to experience
transparency. In a survey, which we conducted, some employees
indicated that they only like to have abstract information about the
processing of their data, e.g. which department processes it [20].
Others would like to know the exact person which is processing
their personal data since they do not trust all colleagues alike. Thus,
the privacy dashboard should be tailored to the user’s concrete
needs. To determine this level (which might differ for different user
groups), precise studies are necessary. In addition, as with other
data, specific and appropriate deletion periods must be established,
and anonymization might be a possible strategy as well for some
use cases.

4.2 Transparency vs. Surveillance
4.2.1 Ideal Dashboard. An ideal privacy dashboard offers Alice
comprehensive transparency by informing her directly when her
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personal data was used (cf. use case 2). The dashboard informs her
at which time personal data (e.g., a picture) was used for a certain
purpose by which of AnyCorp’s employees, e.g., by Bob. In this
way, Alice can check whether personal data has been used lawfully
(e.g., Bob uploaded the picture to social media) and in case of a
violation, she can initiate countermeasures directly.

4.2.2 Problem. The problem is that the combination of time (when)
and user (who) can also be used to monitor work and work per-
formance. From the data, one could see when or how often Bob
accessed or processed a data item and make conclusions about his
work. For example, the access date clearly indicates when Bob was
working. If the gathered information can indeed be used against
Bob, he will most likely not accept the dashboard anymore. Bob
could then be trying to evade surveillance, e.g., by using local copies
which the dashboard does not observe. This poses a threat to data
security counteracting the goals of the dashboard.

4.2.3 Solution Strategies. This problem can partly be solved with
anonymization procedures. As soon as no personal reference can
be established, there is no longer any danger of surveillance. If
personal reference is mandatory for a particular use case, a trade-
off must be made between the transparency requirements of Alice
and the anonymity of Bob, especially if Alice has a superior role.
One solution strategy is the aggregation of data. For instance, Alice
could get a summary at the end of the day telling “your ID was
processed by Bob today” instead of “Bob processed your ID at
1:54am and at 3:32pm”. The problem, however, is that some use
cases only make sense with personal and concrete data. In this case,
it is perfectly feasible to deactivate the entire transparency function
for Alice. Incidentally, even consent is of limited help at this point,
as it can lead to social pressure. We will discuss this later in the
section “Self-Determination & Social Pressure”.

4.3 Central Entry Point vs. Central Attack
Point

4.3.1 Ideal Dashboard. Dashboards are—by definition—central tools.
From a usability point of view, this centrality brings immense advan-
tages and was demanded by most employees and also the employer
during our requirements workshops. Alice knows, where to find
all information from internal regulations to their personal data.
Moreover, Alice only needs to sign up a single time, the structure
of the presented information is consistent and therefore easy to
grasp. According to the requirements we elicited in our project, the
ideal dashboard is available anytime, anywhere and allows users
to inform themselves or act quickly and easily. This includes ac-
cess via mobile devices and apps, including—at least partial—offline
capability.

4.3.2 Problem. However, such a centrality is also a security risk, as
it provides a single point entry point for attackers. This is especially
critical and tempting, as the dashboard provides interfaces for data
deletion, correction and export (cf. use cases 4, 5, and 6). Small
vulnerabilities or flaws can have drastic effects and endanger not
only Alice’s, but everyone’s privacy if an attacker gains access
to personal data from or via the dashboard. Central systems are
attractive targets, since intrusion can give access to a large amount

of data. The attacker only has to focus on one point of attack, which
makes attacks a lot easier for them.

4.3.3 Solution Strategies. First, central services should not be de-
signed in amonolithic way, even if this sounds particularly tempting
for dashboards. Layered architectures, micro-services and similar
concepts allow appropriate scalability and reliability. This also has
advantages for data confidentiality. If an attacker gets access to the
database of a micro-service, the data of the other services remain
protected—provided that the services are appropriately protected
and separated from each other. Second, it can also make sense to
cut back on offline capability. Finally, it is rarely necessary or useful
to grant remote access to privacy dashboards in the work context.
In particular, access via private hardware is mostly not allowed
anyway. Thus, a VPN connection to a secure company network
may be assumed here, as it significantly reduces the probability of
a successful attack and the resulting disadvantages (e.g. in terms
of usability) are tolerable. Time-critical notifications can still be
delivered without VPN via other channels (e.g. via SMS).

4.4 Self-Determination vs. Social Pressure
4.4.1 Ideal Dashboard. One main goal of the dashboard is to em-
power employees to determine the information who is allowed to
use which data for which purpose. Self-determination is of course
generally desirable and should be implemented whenever possible.

4.4.2 Problem. There are cases in which social pressure can arise
from these freedoms. If Alice is always the only person in a web-
meeting who objects to the recording of the meeting, she could be
quickly stamped or ridiculed. This problem occurs mainly when
Alice’s privacy settings (including consents) are obvious to others.
This can happen explicitly, but also implicitly. If the video recording
of a meeting is not possible whenever Alice is present, the conclu-
sion that Alice has not given her consent is trivial. Furthermore,
if Alice does not consent to data processing, her colleague Bob
might not be able to complete his tasks as mandatory information
is not available. This can additionally increase the social pressure
on Alice.

4.4.3 Solution Strategies. Explicit disclosure of privacy informa-
tion can of course be excluded by visibility regulations or anonymiza-
tion procedures. In the case outlined, however, this would not help,
as the data disclosure is rather implicit. These implicit information
flows can hardly be solved technically. Especially in the area of
employee data protection, however, company agreements can be
made which make individual decisions superfluous—at the expense
of Alice’s self-determination, of course. At this point, the workers’
council has an important task (if there is one in the company). It is
its task to represent the interests of all employees and to work out
suitable regulations and compromises. This also corresponds to the
common view that individual consent in the working environment
should be avoided if possible.

4.5 Trust vs. Mistrust
4.5.1 Ideal Dashboard. An ideal dashboard should strengthen the
trust relationship between Alice and AnyCorp. Alice experiences
that AnyCorp cares about her and empowers her by providing high
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transparency and data sovereignty. This might even attract job
candidates.

4.5.2 Problem. Extremely comprehensive transparency naturally
entails the risk of uncovering things that lead to mistrust. Even
though all parties may take the greatest care in handling personal
data, reasons for the data processing may sometimes not be directly
apparent and lead to mistrust. This is one reason why companies
sometimes hesitate to offer this level of transparency—at least to
the outside world. They do not want to be pilloried, although they
actually take data protection very seriously. Paradoxically, however,
data subjects (e.g., Alice) then wonder whether the company has
something to hide. Feelings of mistrust could also emerge, if Alice
or her representatives (e.g., workers council) are not involved in the
process of introducing the dashboard to an organization. If Alice
is suddenly confronted with the dashboard without being familiar
with its purpose and how to use it, she might be skeptical about it
and smell an ambush.

4.5.3 Solution Strategies. Independent of the dashboard, to im-
prove the relationship between employees and employer, the em-
ployer must primarily do its best to secure the employees’ data,
comply with the earmarking, and do not hide any information
about data processing. A good corporate culture, legally compliant
processing of employee data and tact when introducing new tech-
nologies solve most problems here. Nevertheless, critical questions
will always arise, also (but not exclusively) because privacy dash-
boards can never be perfect. Despite the best efforts of all sides, data
can be incomplete or outdated. Also at this point, it is important to
deal with this problem openly and constructively. After all, trust
should be the basis of every employment relationship and technical
tools should not replace personal contact.

4.6 Summary
Figure 3 gives on overview on the conflict we described before.
Maximizing transparency, self-determination, and availability for
Alice is at first desirable and has several positive effects. On a closer
look, however, the maximization of each aspect can have several
side-effects—for Alice, for her colleagues and for the employer. Of
course, not all effects are observable at the same time in practice
and many effects are use-case-specific. In some cases, the effect can
even be positive and negative at the same time.

5 CONCLUSION
The focus of this paper was to draw attention to an area of conflict
that is often neglected. It is often discussed that security and privacy
measures (such as PETs and TETs) can have negative effects on
aspects such as usability or performance. However, the fact that they
paradoxically can have negative effects on security or privacy is not
discussed much in the literature. However, the conflicts discussed
in this paper clearly show that this is indeed a realistic scenario.

Unfortunately, this also means that the “ideal” privacy dashboard
does not, respectively cannot, exist. Even if the privacy dashboard
initially appears ideal from the user’s point of view and the user
also uses it to implement his or her data protection, the introduction
of such a tool alone leads to a large number of new problems. With
reference to the privacy paradox, the question arises whether it is

Alice (Data Subject)
 Comprehensibility
 Verifiability
 Assessability
 Trust wrt. employer
 Data Minimization
 Anonymity
 Surveillance

Bob (Data User)
 Data Minimization
 Anonymity
 Surveillance

Alice (Data Subject)
 Usability
 Confidentiality
 Integrity

Bob (Data User)
 Confidentiality
 Integrity

AnyCorp (Employer)
 Vulnerability
 Confidentiality
 Integrity

 High level of availibility for Alice leads to…

 High level of transparency for Alice leads to…
AnyCorp (Employer)
 Compliance
 Vulnerability

Alice (Data Subject)
 Intervenability
 Confidentiality
 Social Pressure

Bob (Data User)
 Access to Information
 Effectiveness

 High level of self-determination for Alice leads to…
AnyCorp (Employer)
 Compliance
 Vulnerability

Legend
 Increasing / good for stakeholder
 Increasing / bad for stakeholder

 Decreasing / good for stakeholder
 Decreasing / bad for stakeholder

Figure 3: Overview on Conflicts

at all possible to resolve the issue in a meaningful way. Because
regardless of whether a user exercises his data protection rights
or not, someone’s privacy is endangered in one way or another.
The maxim that users should be given as much transparency and
participation as possible is therefore not tenable. Instead, individual
case considerations are indispensable.

We presented conflicts in the workplace environment. As men-
tioned in section 3.5, B2C and corporate privacy dashboards dif-
fer regarding certain aspects. Nevertheless, the conflicts "‘Trans-
parency vs. Data Minimization"’, "‘Central Entry Point vs. Central
Attack Point"’ and "‘Trust vs. Mistrust"’ are also applicable in the
B2C context.

The example conflicts presented in this paper are neither com-
plete, nor are the solution strategies universal. We currently identify
similar relationships and conflicts in the context of creating a joint
quality model for usable security. Based on this model, and further
case studies, we are going to refine also the solution strategies. This
will make it possible in the future to be aware of potential conflicts,
to reduce them or at least mitigate them.
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