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Supporting Business Process Improvement with Natural

Language Processing: A Model-based Approach
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Abstract: The research area of business process improvement (BPI) focuses on the development
of methods and techniques for redesigning processes as well as improving the process performance
accordingly. Thereby one particular challenge lies in the classi®cation of customer feedback that is
received via various online and of¯ine channels. In the paper at hand we present an approach how
customer feedback that is issued via social media can be classi®ed using natural language processing.
For this purpose, a domain-speci®c modeling method has been designed that permits to specify the
processing steps in visual form and that can integrate the results in existing modeling methods for
BPI. For a ®rst evaluation, the approach has been prototypically implemented on the ADOxx-based
SeMFIS platform and assessed using a SWOT analysis.
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1 Introduction

One of the current challenges in research on business process management is to provide

manageable and practicable approaches that support the goal-oriented conduction of busi-

ness process improvement (BPI) projects [Va16]. On the one hand, this is regarded as an

academic need to close the gap between the areas of business process management and

process-oriented quality management [St06]. On the other hand, corresponding support

in terms of methods and tools is also strongly sought after by practitioners who are often

overwhelmed by the large quantity and complexity of available techniques [JF14a, Ha15].

Besides traditional approaches such as the numerical analysis and simulation of business

processes [Ba11], a wide range of methods and tools have been speci®cally developed for

BPI (e.g., Six Sigma) [Ze11].

In a recent attempt to provide a manageable set of BPI techniques and establish a best-

practice approach for the systematic conduction of BPI projects, a roadmap for business

process improvement (BPI) has been developed [JF14a]. The roadmap guides the user

during the systematic development of process improvement opportunities, starting with a

®rst analysis of a business process in the form of Supplier-Input-Process-Output-Customer

(SIPOC) diagrams, the investigation of customer feedback to a detailed analysis of the
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process performance by means of key performance indicators (KPIs). In the following, the

emphasis is put on the investigation of customer feedback, which represents the base for

the de®nition of project goals [Me13].

With the upcoming of social media platforms such as Twitter, Facebook, LinkedIn, or

Xing [HKP12], organizations started to collect customer opinions via these channels com-

plementing traditional sources such as CRM systems or online and of¯ine surveys. In

this regard, customer posts, e.g., on an enterprise’s Facebook page, represent the so-called

”Voice of the Customer (VOC)” [PNC00], capturing consumers’ current attitude towards

the product and service offerings or the company in general. This information provides

valuable insights into customers’ behavior and serves as a base for triggering marketing

efforts or BPI projects [GR10]. The information in social media channels can be analyzed

in real-time and is - compared to the collection of primary data - accessible at low costs.

Further, customers’ sentiment as re¯ected by the posts is highly up-to-date, eliminating the

risk of receiving outdated data, which is given when analyzing secondary data exclusively

(e.g., complaint reports) [Li12].

The challenge when retrieving customer feedback from social media platforms is that the

provided data is largely unstructured. Especially customer utterances in the form of com-

ments are expressed in natural language, which needs to be processed by humans before

it can be used for management decisions. Therefore, the following two research questions

can be derived:

1. How can support be provided and technically realized for BPI initiatives to classify

natural language expressions?

2. How can this support be integrated with model-based approaches for BPI?

For providing support in classifying these natural language expressions and assigning them

to BPI initiatives, a model-based approach for the machine-based processing of natural

language has been designed and prototypically implemented [Be15]. With this approach it

is aimed for a solution that can be adapted to multiple scenarios in BPI. Furthermore, the

approach can be integrated with existing modeling methods for BPI. The addressees of the

modeling method are BPI experts requiring support in managing BPI projects.

The remainder of the paper is organized as follows: In section 2 we will discuss founda-

tions in the area of model-based BPI, social media platforms, and natural language pro-

cessing. Then, in section 3 the modeling method will be described. This will include the

description of the modeling language and the implementation. Subsequently, a ®rst eval-

uation using a SWOT analysis is given in section 4. The paper will be concluded by an

outlook on future work.

2 Foundations

Before we continue with the description of the modeling method, we ®rst brie¯y outline

some foundations that are necessary to understand the design of the approach.
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This includes a short overview on the topic of model-based BPI, a characterization of

social media platforms, and an outline of the core techniques that we re-used from the area

of natural language processing.

2.1 Model-Based Business Process Improvement

The ®eld of BPI is closely related to the process-oriented quality management disci-

pline [St06]. Besides the domains of business management and information technology,

also process-oriented quality management has for a long time been concerned with the

simpli®cation of business processes, the control of the quality of the outputs and the cor-

responding IT support [Ha15, St06]. Considering the multitude of BPI techniques exist-

ing [An99, Me13, HGJ06], the challenge lies in selecting the most suitable and effective

techniques for supporting employees in the conduction of particular BPI projects [Ze11,

JF14a]. This becomes even more important because practitioners increasingly refrain from

using extensive methods for performing BPI projects (e.g., Six Sigma) and prefer a man-

ageable set of BPI techniques instead [Da13]. Thereby, in the course of a project, it is

not only essential to make use of adequate data sources for investigating the current

functioning of a process but also to codify the BPI project participants’ knowledge ad-

equately [SM09].

In [JF14a] a proposal for such a set of techniques has been generated in the form of a

roadmap ± see ®gure 1. The roadmap contains 11 techniques for business process im-

provement that are ordered according to the phases ”De®ne”, ”Measure”, ”Analyse”, ”Im-

prove”, and ”Control” (DMAIC), which were derived from the Six Sigma cycle [PNC00].

For reasons of brevity we only discuss the ®rst phase ”De®ne” in the following and refer

interested readers to the details in [JF14a].

3. Performance

Measurement

Indicators

2. CTQ/CTB Matrix

1. SIPOC Diagram

4. Measurement Matrix

5. Data Collection Plan

6. Histogram

7. Scatterplot

8. Ishikawa Diagram

9. Affinity Diagram 10. Reaction Plan

11. Control Charts

Define Measure Analyse Improve Control

Figure 1: Roadmap for Business Process Improvement [JF14a]

The ®rst BPI technique of the roadmap is the so-called SIPOC diagram. It gives a high-

level overview of the inputs and outputs of a business process as well as the process steps

and the corresponding process customers [Me13]. Subsequently, the Critical-to-Business

(CTB) and Critical-to-Quality (CTQ) factors are elaborated by help of the CTQ/CTB Ma-

trix. For this purpose, customer (VOCs) and employee requirements (Voice of the Business

- VOBs), e.g., extracted from CRM systems or social media channels, are collected and

condensed to core statements from which CTQ and CTB factors are derived that deter-
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mine the goals of a BPI project. For instance the VOC statements ”the processing times

are quite long” and ”it took a long time until I received feedback” can be consolidated to

a core statement ”process cycle times” from which the CTQ factor (project goal) ”reduc-

tion of process cycle times by 2 working days” may be derived. So far, this condensation

has usually been accomplished manually in BPI projects. However, considering the large

amount of data processed (e.g., data retrieved from social media channels) and limited

human resources in BPI projects [GR05] machine-based support is required. All BPI tech-

niques of the roadmap, as shown, were designed as conceptual model types [JF14a] allow-

ing to ef®ciently codify, communicate and process the results emerging in BPI projects.

Accordindly, we speak of an approach for model-based BPI in that context [JF14a].

2.2 Social Media Platforms

Social media are today not only used for private communication purposes but are of in-

creasing importance for the communication between enterprises and customers [KA14].

Via social media channels customer inquiries can be ef®ciently handled, marketing ma-

terial widely shared or complaints solved quickly amongst others [PM12]. According to

Berthon et al. social media thereby ful®ll three functions [Be12]: a. the dissemination of

information, b. the interaction with people, and c. the interpretation / sense-making of in-

formation. Regarding the collection of customer requirements the second and the third

function are relevant. The interaction thereby includes both personal interaction with indi-

vidual users, e.g., via personal messages, as well as in the form of posts and comments on

social media content such as Twitter tweets or Facebook posts. The interpretation of infor-

mation and sense-making refers to the discussion and re¯ection of phenomena by social

media users.

Social media platforms support these functions by providing IT support for constructing a

public or semi-public pro®le, connecting to other users, and exchanging information with

them on various levels of interaction [BE08]. For most of these platforms it is possible

to retrieve information programmatically via web interfaces. For example, the Facebook

Graph API4 lists more than 50 root nodes as entry points for querying information. This

includes aspects such as friend lists, noti®cations, messages, comments, or photos as well

as system information such as copyright rules or debug information. Some of this infor-

mation is structured, e.g., the number of likes received for an object, but most information

is expressed in natural language.

2.3 Natural Language Processing (NLP)

The machine-based processing of natural language information or computational linguis-

tics comprises a large number of different activities that are today supported by a wide

4 Facebook Graph API Version 2.6: https://developers.facebook.com/docs/graph-api/reference/ accessed 04-05-

2016
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range of libraries [IMF13]. In the following we brie¯y discuss the most important concepts

used in NLP. For more detailed information we refer to the descriptions in [JM00, IMF13].

One of the ®rst steps is the identification of the used language. Thereby, the language is

identi®ed in the form of a score to determine the con®dence of the identi®cation algorithm.

Part-of-Speech Tagging (POS) assigns labels for grammatical classes of words, i.e., nouns,

verbs, adjectives, etc. POS is the basis for resolving ambiguities, e.g., for homonyms, i.e.,

lexical equivalents with different meanings.

Named Entity Recognition (NER) classi®es the mentions of people, organizations, loca-

tions, and other named entities. It is essential for aspects such as text summarization or the

identi®cation of contextual information.

Sentence Boundary Disambiguation stands for the splitting of sentences into smaller parts.

Although this may seem trivial at ®rst sight, the punctuation especially in German and such

used in social media contexts requires speci®c procedures, e.g., to identify emoticons.

Lemmatization refers to the task of ®nding the base form of a word, i.e., the form contained

in a dictionary. It is required for subsequent tasks such as query expansion and ®nding

similar words. It shall not be mixed up with stemming which does not take the context of

a word into account. Word Splitting stands for the splitting of compound words into their

individual parts. This applies to both orthographic compounds (e.g., ’school-bus’) as well

as semantic compounds (e.g., ’bittersweet’).

Query Expansion is a common technique in information retrieval for enhancing the query

performance by adding additional words. A typical approach is to add synonyms and hy-

pernyms by using a thesaurus to increase the probability of ®nding words with related

meaning in other texts.

Term Weighting measures the occurrence of terms in a text and uses it to assign weights

to the terms. The assumption is that more important terms occur more frequently. Based

on these weights, comparisons between texts can be conducted to measure their similarity.

This is accomplished by Similarity and Dissimilarity Measures, e.g., the often used cosine

similarity between two vectors of term frequencies.

Another important technique that is often used in natural language processing is Stop Word

Removal. Thereby, words that carry little semantic meaning are removed from a text before

it is being processed. However, it has to be carefully chosen which words are to be removed

as they are sometimes decisive for semantic meaning in combination with other words.

3 A Modeling Method for Natural Language Processing in Business

Process Improvement

With the above described foundations we can now advance to the description of a modeling

method for supporting natural language processing in the context of BPI. Thereby we

follow a traditional design science research process in which we focus on the design and
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development of the artifact in form of the modeling method [Pe07, KK02]. The goal of

the modeling method is to close the gap between business requirements and technological

opportunities by simplifying the processing of natural language information from social

media [De08]. We therefore focused in particular on the second step of the BPI roadmap

where the utterances of customers (VOCs) are classi®ed and used for deriving project

goals.

In this context, the major challenge is to assign customer utterances in social media chan-

nels to the affected business processes. For humans who are familiar with both, the busi-

ness processes of a company and the way customers express feedback via social media,

this can be achieved quite easily. However, for machines that have to process this infor-

mation automatically this is a rather complex issue. One of the reasons for this complexity

is the fact that the knowledge about the business processes is typically not accessible by

machines. Although one might argue that it could be referred to business process models

or internal process descriptions that document this knowledge [KJS96], the problem is the

semantic gap between descriptions of business processes that are used by a company inter-

nally and such that customers perceive beyond company borders. This also manifests itself

in analyses of the language used by customers in social media channels and that used in

business process descriptions. We thus had to ®nd a mediator between these two language

worlds.

The way we addressed it was to revert to so-called ’FAQ’ sections on company websites.

These sections document questions that are frequently asked by customers including the

answers returned by employees of that company. Although these sections do not directly

refer to actual business processes of a company, the fact that they are often well maintained

and structured permits to easily infer which business processes are affected by company

professionals. In addition, they include enough quantity of textual information as it is

required for successful natural language processing.

3.1 Design of the Modeling Method

When building NLP applications a large number of APIs, services, and platforms are

available today [IMF13]. Some of these platforms include visual modeling languages for

specifying the processing of natural language information by invoking distinct process-

ing components. Two notable examples include the visual editor included in the current

release of Microsoft’s Azure Machine Learning Studio (AzureML) 5 and Unitex [Pa16].

Besides several machine learning algorithms, AzureML permits to visually specify steps

for natural language processing such as the pre-processing and ®ltering of datasets, format

conversions as well named entity recognition or different methods for term frequency cal-

culations. Unitex on the other hand is a collection of programs that have been developed

for analyzing natural language texts. It is a low-level tool for processing natural language

that follows a graph-based approach. Unitex graphs can handle the automatic in¯ection of

dictionaries, the pre-processing of texts, the normalization of text automata, the search for

patterns and several more [Pa16][p.119ff.].

5 See https://studio.azureml.net/ last accessed 06-05-2016
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For our approach we chose to take a high-level approach that can be integrated with ex-

isting enterprise modeling methods in the area of business process management and BPI.

For this purpose we speci®ed three model/diagram types as shown in the meta model in

®gure 2.
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Figure 2: Meta Model Showing the Three Model Types: Reference Sentence Model, Business Topic

Model, and NLP Process Model

The business topic model and the reference sentence model are used to represent cate-

gories of topics to which information from social media shall be assigned. This can for

example be used to represent the headings of a company’s FAQ sections together with the

corresponding questions and answers given in that section. Another use case would be to

de®ne arbitrary business sections that correspond to a company’s business areas and assign

textual information, e.g., from the company website or other available documents.

The NLP process model is responsible for specifying the steps for processing natural lan-

guage information. It is linked to the business topic model type to receive the information

about the categories to which the natural language information shall be assigned. Further-

more, it contains the following modeling classes that a user can arrange to determine the

processing steps. These classes generally follow the process of loading natural language

data, preparing the data for categorization using NLP techniques, categorizing the data

based on the user-de®ned categories in the business topic model, and publishing the re-

sults.
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The Social Media Loader is responsible for the settings of the data loading process. It

enables the user to choose between several social media platforms and to de®ne the corre-

sponding settings, e.g., to retrieve posts from a company’s Facebook page. The Pre Proces-

sor class is responsible for the splitting of posts into sentences and several ®lterings prior

to processing. Users are able to ®lter posts by length and language, replace abbreviations,

hyperlinks, etc. The Word Splitter class splits compound words into individual words. The

Stop Word Remover class handles the removing of stop words based on pre-de®ned stop

word lists. The Word Lemmatizer is concerned with the the lemmatization and correction

of the capitalization of words. The Named-Entity Recognition class is used to identify

locations and persons using a corpus. The Word Expansion class handles the addition of

synonyms to each word by using a thesaurus ®le in the sense of a query expansion. The TF-

IDF weighs each term in a given document by using the TF-IDF algorithm. The ISF class

weighs all sentences of a document, using the the inverse sentence frequency, a modi®ed

form of the Inverse Document Frequency (IDF), which is used to identify and remove un-

necessary sentences in a document. The Cosine Similarity class categorizes the incoming

natural language information depending on the prior weighting values. The ADOxx Pub-

lisher class is responsible for exporting an ADOxx compatible XML ®le, which contains

the results of the categorization in a Business Topic and Reference Sentence Model. The

XML Publisher class exports an XML ®le with the analysis results that can be processed by

a speci®cally created web application called Social Media Categorization Viewer, which

will be discussed in the next section.

3.2 Prototypical Implementation

The modeling method has been implemented as a prototype on the ADOxx meta modeling

platform [FK13] ± see the screenshot in ®gure 3. In order to enable later extensions for

semantic processing with ontologies, it was chosen to extend the SeMFIS library [Fi16].

SeMFIS includes several model types for representing ontologies which will be used in

the future to extend the descriptions used in the business topic and the reference sentence

model.

In addition to the creation of visual model editors for the model types described in the

previous section, several additional software components and services were implemented

to realize the NLP steps. As the intended target application area of the system were German

social media posts and tweets, the corresponding versions for German were selected.

For pre-processing, the Apache Commons Lang library6 was used, for the language detec-

tion the language detection library for Java7, for word splitting the jWordSplitter library

by Daniel Naber8, for lemmatizing the mate-tools9, and for named entity recognition the

Stanford CoreNLP toolkit [Ma14].

6 Apache Commons Lang: https://commons.apache.org/proper/commons-lang/download lang.cgi last accessed

06-05-2016
7 https://github.com/shuyo/language-detection/blob/wiki/ProjectHome.md last accessed 06-05-2016
8 Decomposition of German compound words with jWordSplitter http://www.danielnaber.de/jwordsplitter/index en.html

last accessed 06-05-2016
9 https://code.google.com/archive/p/mate-tools/ last accessed 06-05-2016
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To establish the interfaces to social media platforms the RestFB library10 for Facebook

and the Twitter4j library for twitter11 were included.

For several of the natural language processing components external datasets and corpora

are required. For the lemmatizer and the POS model we used the datasets of the mate-

tools, for the stop word removal the stop word list provided on Google Code12, for the

text correction the ’incorrect word list’ from the German Wikipedia13, for the detection

of emoticons by the pre-processor the emoticon list from the English Wikipedia14, for the

Named Entity Recognition the WaCky Corpus [Ba09], and for the Word Expander the

thesaurus provided by Open Thesaurus15.

Company

Map Model

Business

Topic Model

NLP Process

Model

Reference

Sentence

Model

Reference

Reference

Figure 3: Screenshot of the Implementation of the Modeling Method on ADOxx

10 http://restfb.com/ last accessed 06-05-2016
11 http://twitter4j.org/ last accessed 06-05-2016
12 https://code.google.com/archive/p/stop-words/ last accessed 06-05-2016
13 https://de.wikipedia.org/wiki/Kategorie:Wikipedia:Falschschreibung last accessed 06-05-2016
14 https://en.wikipedia.org/wiki/List of emoticons last accessed 06-05-2016
15 https://www.openthesaurus.de/ last accessed 06-05-2016
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In ®gure 3 at the top, a sample model of a process map is shown that is included in the

standard distribution of SeMFIS and below the three new model types. The sample NLP

process model shows a standard NLP process for processing posts that are retrieved via

the Facebook connection. It includes steps such as pre-processing, stop word removal,

lemmatization, named entity recognition, word expansion and cosine similarity calculation

based on the TF-IDF and ISF measures. The ®nal step in the process is the publication of

the results via a web application. On the right hand side an example for a business topic

model is shown. The model is referenced from the Social Media Loader class. The topics in

the model contain references to several reference sentence models. An example is shown

at the bottom. The information from these models is used in the NLP process model to

assign the Facebook posts to the categories in the business topic model.

In ®gure 4 the web application ’Social Media Categorization Viewer’ for analyzing the

results of the execution of the NLP process are shown. It receives the data from the main

application running on ADOxx via an XML interface. Via this application, users can in-

spect the assignment of the Facebook posts to the categories speci®ed in the business topic

model. The current version of the web application also includes the possibility for users

to give information about the adequacy of the assignment of the posts. For this purpose,

a mechanism has been added in the implementation where users can manually classify

a number of posts to the de®ned categories. For assessing the accuracy of the automatic

assignment, the standard measures for precision and recall can then be shown in addition

to the classi®cation for each category and for all posts in total.

Figure 4: Screenshot of the Social Media Categorization Viewer Web Application
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4 Evaluation Using a SWOT Analysis

The approach has undergone a ®rst evaluation in the form of a SWOT analysis. Based

on the application of the approach to social media data that has been retrieved from the

Facebook presence of an Austrian airline company, the following strengths, weaknesses,

opportunities, and threats could be assessed. More detailed evaluations including detailed

user evaluations and empirical analyses are already planned and will be conducted in the

near future.

The strength of the approach lies in the integration with existing enterprise modeling ap-

proaches. Especially for the support of BPI projects, the visual speci®cation of topics and

reference sentences is easy enough to be accomplished also by domain experts. As the

technological details of the natural language processing steps are abstracted through the

modeling language, users do not need in-depth technological know-how for applying the

approach. The standard NLP process as shown in the sample above does not necessarily

need to be modi®ed and can thus be applied to various NLP classi®cation tasks.

The major weakness of the approach is that it is currently tied to natural language process-

ing of posts and comments in German. Although plenty of libraries exist for conducting a

similar procedure in English or other languages, technical know-how about the NLP con-

®guration process is required to achieve multi-language capabilities. However, the model-

ing language as implemented on ADOxx already offers extension points for this case so

that for example English thesauri or stop-word lists can be assigned via changes in attribute

values of the model.

An opportunity of the presented approach is its extensibility with further NLP processing

features and its integration in further modeling methods. Besides the mentioned algorithms

and NLP services, a multitude of other NLP algorithms and libraries exist. By extending

the NLP process model, these can be integrated into the processing pipeline. In addition,

the implementation of the modeling method based on the SeMFIS library offers the op-

portunity of using more formal corpora for the NLP tasks. For example, by reverting to

the OWL ontology model type of SeMFIS, formal speci®cations between terms can be

expressed that can be subsequently used by the NLP components. Regarding the integra-

tion with other modeling methods, not only the integration with methods directed towards

BPI such as the RUPERT modeling tool [JF14b, JF15] become possible. Also other mod-

eling approaches e.g., in the area of strategic or innovation management could pro®t from

the integration with classi®cation results from social media. Generally, regarding BPI, the

automatized analysis of social media data enables to get detailed insights into those is-

sues that negatively or positively shape customers’ current sentiment (e.g., service quality,

employee friendliness, etc.). This allows a ®rm to trigger corresponding BPI efforts in

consequence. At present, the classi®cation of customer posts mostly is done manually by

the workforce (e.g., by reverting to the CTQ/CTB Matrix), which is a time-consuming

and resource-intense process. Thus, the solution introduced above represents a signi®cant

contribution for the goal-oriented conduction of BPI projects.

Although the proposed approach does not lead to any direct threats in our view, there

are some indirect consequences that may result from it. For example, users of the NLP
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processing may be tempted to rely too much on its results and may not inspect any more

how these results have been achieved. Although ®rst test runs with sample data have shown

that well-con®gured NLP processes can lead to satisfying results, these are far from perfect

- i.e., they never reach 100% accuracy in terms of precision and recall. Despite the great

advances also in the area of NLP there will always be some uncertainty that users have to

deal with.

5 Conclusion and Outlook

In this paper we have presented an approach for simplifying the use of machine-based

natural language processing with a modeling method. The goal of the method is to support

BPI by classifying in particular the utterances of customers (VOCs) in social media and

by highlighting the affected business processes accordingly. The approach has undergone

a ®rst evaluation in the form of a SWOT analysis.

However, there are several aspects that need to be evaluated in more detail. These can be

grouped into technical / architectural, NLP and BPI-speci®c aspects. Regarding technical

aspects, the performance of the presented approach will have to be evaluated in detail. This

affects how many posts, e.g., from Facebook or Twitter, can be retrieved and correctly clas-

si®ed in a given time frame. For any practical usage this is highly relevant as the amounts

of information in social media channels increase dramatically every day. In this context

also the architecture consisting of the meta modeling platform and the NLP components

will have to be assessed. The current prototype may not yet fully exploit the optimal ex-

change of information between all components and will thus have to be optimized also in

this aspect.

The use of the NLP components will have to undergo a separate evaluation. Here, it will

need to be checked if the components that are currently used lead to the optimal perfor-

mance of the overall system or whether some of them can be replaced with more powerful

versions. For this purpose, a number of test runs with different test data will have to be

performed. The results will then have to be compared with manually classi®ed natural

language data. This is already technically supported by the presented application so that

detailed performance results on the classi®cation will be delivered.

Finally, aspects that are speci®c to the domain of BPI will have to be evaluated. As BPI

projects are conducted by practitioners it will need to be tested whether the approach meets

their requirements or not. This concerns the usability of the tool, the embedding into BPI

projects as well as the quality of the generated results. Therefore, in-depth investigations

with real-life social media data from companies will have to be performed and evaluated

together with practitioners. If necessary, this will lead to re®nements of the modeling as

well as the natural language processing approach.

The immediate next steps include the further development of the prototype to advance it to

a level that can be tested with practitioners and academics alike. To permit the evaluation

in the context of BPI it is also aimed for the integration of the modeling method in the RU-

PERT modeling toolkit that has been previously applied to BPI use cases [JF14a, JF14b].
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