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Toward to Reduction of Bias for Gender and Ethnicity from
Face Images using Automated Skin Tone Classification

David Molina1, Leonardo Causa2, Juan Tapia3

Abstract: This paper proposes and analyzes a new approach for reducing the bias in gender caused
by skin tone from faces based on transfer learning with fine-tuning. The categorization of the eth-
nicity was developed based on an objective method instead of a subjective Fitzpatrick scale. A K-
means method was used to categorize the color faces using clusters of RGB pixel values. Also, a new
database was collected from the internet and will be available upon request. Our method outperforms
the state of the art and reduces the gender classification bias using the skin-type categorization. The
best results were achieved with VGGNET architecture with 96.71% accuracy and 3.29% error rate.
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1 Introduction

Facial recognition is the process of identifying or verifying the identity of a person using
their face. It uses biometric to capture, analyze, and compare patterns based on the per-
son’s facial details. Traditionally, facial recognition has been associated with the security
sector[BG18]. However, it is now expanding across many other applications. Although
positive results have been achieved in this field. There are still variables that limit the prac-
tical and cross-wise application of this technology, such as the accuracy and the throughput
speed.

About the accuracy, some biases have been identified, mainly in the soft biometric fea-
tures: gender, race and age [BG18, TP19, WW19]. Several researchers have identified
these types of biases, but there is not yet evidence about the real causes of such problems
[BG18]. Considering the rapid growth in the use of these technologies, the results of facial
recognition systems must not be determined by some kind of algorithmic discrimination,
i.e., producing better or worse results with certain groups of people, given their gender,
race or age. Different studies show that facial recognition systems have higher error rates
in people with dark skin, female and young [KBK12]. These shortcomings are due, in part,
to biased training processes; which is facilitated by the use of databases that do not take
into account the human particularities and differences, especially in aspects such as race
and gender [JH14].

Several research groups have worked on facial recognition and the associated biases. Buo-
lamwini and Gebru [BG18] focus on evaluating the performance of three commercial clas-
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sifiers, IBM [Ibm20], Microsoft [Mic20], and Face++ [Fa20]. Previous research showed
discrimination according to race and gender in machine learning algorithms. The analy-
sis of facial databases such as IJB-A [KKT], revealed an over-representation of lighter-
skinned, compared to darker-skinned individuals, especially female. To test the classifiers,
an annotated database with 1,270 images was generated, The Pilot Parliaments Bench-
mark (PPB) [BG18]. The images were selected from three African countries and three
European countries. They were manually grouped by gender and skin type labeled us-
ing the Fitzpatrick scale [Fit8], and the intersection of gender and skin type. Test results
showed a relatively high accuracy overall. However, the error rates increase between the
different groups. All classifiers provided the best results on the males than females with
an error rate between 8.1%-20.6%. Similarly, classifiers showed better performance on
lighter-skinned than darker-skinned individuals, with an error rate of 11.8%-19.2%. The
best results are for lighter males with 100% accuracy; while the highest error rate was for
darker females ranging from 20.8% to 34.7%.

Muthukumar et al. [MPR18] conducted several analyses to try to uncover the reason for
the unequal performance of commercial facial recognition services in the gender classifi-
cation task across intersectional groups defined by skin type and gender. In this study, a
modified PPB database [BG18] was used: labels related to skin tone were classified only
as light or dark and 1,204 images were used (PPB*). To perform tests on this data set, the
IBM Watson classifier and a custom classifier were applied. Both systems showed better
results on males than females and the highest error rate was for darker females ranging
from 17.0% to 27.0%. The main finding is that the skin type is not the cause of misclas-
sification. Besides, they have shown evidence suggesting differences in the lip, eyes and
cheek structure by the ethnicity.

Wu and Wang [WW19] used deep learning method to classify facial features and to study
the factors affecting face recognition, mainly the influence of the age and gender. Their
results showed an average recognition rate of 83.7% using the CAS-PEAL face database
[GCS04] (12,000 images). About the gender, the system performs better on males than
females. Considering the age, middle-aged men presented lower performance than that of
youth and the elderly; and the female had not a significant difference in the recognition
rate. Dhomne et al. used Deep Convolutional Neural Network (D-CNN) algorithm based
on a VGGNET architecture [SZ15] to develop a gender classification system. A gender-
balanced database consisting of 200 celebrity images was used. Their results achieved
95.0% accuracy in the test dataset. Borza et al. [BDD18] compared two methods to de-
velop an automated skin tone classification system to use in visage applications. The first
method used histograms in various color spaces and Principal Component Analysis to
generate a feature vector. Afterward, a Support Vector Machine (SVM) and voting schema
are used to determine the skin tone. The second method uses Convolutional Neural Net-
works (CNN) to automatically extract chromatic features. Both methods were trained and
tested on publicly available datasets with 9,951 images: Caltech, the Chicago face dataset,
Minear-Park, and Brazilian face dataset. The SVM method showed an accuracy of 86.7%,
and the CNN approach obtained an accuracy of 91.3%.

The relates work shows that the main problems in gender classification is a non-representative
database and manual skin type classification by human experts are critical problems in this
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field of research. A balanced database in terms of race and gender and automated detection
of skin tone could be a powerful tool to reduce biased, subjectivity, standardize criteria,
and to improve the gender classification in facial recognition systems.

The goal of this paper is to develop a method for gender classification with racial analysis
using automated detection of skin tone based on machine learning and deep learning al-
gorithms. Additionally, we build an annotated gender and skin-type balanced-database to
train and test this work. The database will be available to other researchers upon request.

2 Methods

2.1 Images Database

In order to study the bias of gender and ethnicity because of the subjective method used
to label the skin-color, a new database was created collected images from the internet.
This database is distributed equally in gender, which provides phenotype and geographical
differentiation (see Fig. 1).

The database consists of 12,000 facial images of different phenotype groups. Divided into
a Set 1 of dark-skinned people (black race) and a Set 2 of Asian and Caucasian people
(white race).

Fig. 1: Example of our annotated gender and skin-type balanced-database. Source: Self-
production.

Set 1 is formed by 2,000 images of Africans, 2,000 images of African-Americans (1,000
North-Americans, 500 Central-Americans and 500 South-Americans), and 2,000 images
of Europeans. The images were obtained from different existing facial databases and sup-
plemented by Google images.

Set 2 is formed by 3,000 images of Asians and 3,000 images of Caucasians. The images
were obtained from UTKFace and SCUT-FBP5500 databases. The gender in both sets is
represented by 50% men and 50% female. Images dimensions are at least 250×250 pixels,
a maximum of five images per subject in different positions, and the wild pose (without
restrictions) were used.
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2.2 Gender Classification System with Racial Analysis

The proposed classification method consists of two modules. Module 1 applies advanced
image processing tools and machine learning to automatically classify the skin tone. It can
be described as an analysis cascade of three stages: in Stage 1, the images are processed
using CNN algorithms for face detection. Stage 2 uses skin segmentation based in HSV
color space thresholds on face images to obtain the face skin [BDD18][ZSQ9]. Stage 3
applies K-means [Mac7] to determine the predominant color in face skin. Module 2 uses
features extraction and two classifiers D-CNN, based on VGGNET [SZ15] and MobileNet
[HZ17] architectures, to generate the gender classification system.

2.3 Automated Skin Tone Classification
2.3.1 Face Detection

Stage 1 uses the CNN pre-trained algorithm based on TinyFaces detector with a ResNet-
101 architecture to identify faces in the images of the database. This algorithm improves
the detection of small objects [HR17] and performs well on facial images with different
poses and faces of different sizes.

2.3.2 Skin Segmentation

Stage 2 allows to segment the face images generated in the previous step, to obtain only
the face skin (Fig. 2). HSV color space thresholds are used for this segmentation, which
has been proven to give better results in skin color extraction tasks [BDD18][ZSQ9].

Fig. 2: Segmented image with color thresholds in the HSV color space. Source: Self-
production.

2.3.3 Skin Tone Classification

The purpose of Stage 3 is to determine which is the predominant color in the skin-segmented
image using the K-means algorithm. A grid search from k=2 up to 10 was used to looking
at the best parameters. The best result was achieved with k=4. Each pixel on the segmented
image is selected, in the RGB color space, and it is associated in one of the four clusters,
depending on the chromatic differences. For each image, the most voting cluster is the pre-
dominant color cluster, i.e., it contains the type of color that is most repeated on the face,
and therefore, the color with which image is classified. After all, images were associated
with some clusters, the mean RGB value in Set 1, Set 2 and both are calculated to deter-
mine the thresholds of four color categories. These color categories define the predominant
skin tone in the face and represent the racial analysis.
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2.4 Gender Classification System

Module 2 uses deep learning to develop gender classifier. Two classification method based
on D-CNN were implemented and trained: VGGNET and MobileNet. To train and test,
the image database was divided into three different sets: training set, validation set and
testing dataset. The output of Module 2 and the skin tone are used to analyze and evaluate
the system in terms of gender, skin-type and intersectional groups.

3 Results
3.1 Automated Skin Tone Classification

Tables 1 and 2 shows the distribution of the RGB component (mean and standard devia-
tion) for Set 1 and Set 2 by geographical zones and gender.

Zone Set 1 - Male Set 1- Female
Mean RGB SD RGB Mean RGB SD RGB

African 84.25 27.36 90.90 31.68
South-American 96.43 35.03 111.32 40.73
Central-American 98.29 34.47 110.45 41.23
North-American 95.28 27.51 107.81 30.66
European 90.95 29.30 113.14 40.55

Tab. 1: RGB Component for Set 1.

Zone Set 2 - Male Set 2- Female
Mean RGB SD RGB Mean RGB SD RGB

Asian 160.28 34.13 172.53 33.44
Caucasian 150.17 37.03 161.61 39.40

Tab. 2: RGB Component for Set 2.

To define the category thresholds, the mean RGB value of each set and the total database
was used. Categories 1 and 2 represent dark skin tones. Categories 3 and 4 represent light
skin tones. The categories 1, 2, 3 and 4 reached the following skin tone values respectively:
<= 97.48, [97.48 - 129.32], [129.32 - 161.15] and >= 161.15.

3.2 Gender Classification System

The system was trained using a person-disjoint database and the parameters were adjusted
using three partition sets: Train, Validation and Test. A training set of 60% (7,200) and
validation set of 20% (2,400) was used. The performance of the all system was measured
using the testing set of 20% (2,400) dataset. For both models, different D-CNN configu-
rations and parameters tuning were applied. The best results were obtained for the models
with data augmentation, 150 epochs, inputs image size 224×224 pixels and learning rate
of 1e−4. Some results are shown below.
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3.2.1 VGG16 Net Architecture
The overall results for gender classification show a 96.71% accuracy and 3.29% error rate
(4.17% Set 1 and 2.42% Set2 -lighter-skinned group ). Table 3 shows the error by skin tone
category and gender. In Tables 4 and 5 the error classification rate is showed by gender and
geographical zone for each data set. In all tests, the error increased for the darker group
(Set 1 and category 1) compared with the lighter group (Set 2 and category 4). The highest
error rate was for the darker female group.

Category Female Male
Amount Error [%] Amount Error [%]

1 22 5.76 15 3.92
2 9 4.52 8 4.02
3 7 3.48 3 1.50
4 10 2.40 5 1.20
Total 48 4.00 31 2.58

Tab. 3: Classification Error rate by Skin Tone Categories and Gender.

Zone Set 1 - Female Set 1 - Male
Amount Error [%] Amount Error [%]

African 13 6.50 12 6.00
South-American 2 4.00 1 2.00
Central-American 2 4.00 2 4.00
North-American 6 6.00 2 2.00
European 7 3.50 3 1.50
Total 30 5.00 20 3.33

Tab. 4: Classification Error Rate by Gender and Geographical Zone on Data Set 1.
”Amount” represents the number of images miss-classified.

Zone Set 2 - Female Set 2 - Male
Amount Error [%] Amount Error [%]

Asian 10 3.33 6 2.00
Caucasian 8 2.67 5 1.67
Total 18 3.00 11 1.83

Tab. 5: Classification Error rate by Gender and Geographical Zone on Data Set 2.

3.2.2 MobileNet Architecture
The overall results for gender classification show a 96.33% accuracy and a 3.67% error
rate (4.17% Set 1 and 3.17% Set 2-lighter-skinned group) but with a small increase in
error rate in this set.

In Tables 6 and 7 the error classification rate is showed by gender and geographical zone
for each data set. Table 8 shows the error by skin tone category and gender. The error
increased for the darker group compared with the lighter group. Unlike the previous case,
there is an improvement in female classification, being the highest error rate for males,
especially for the darker male group.
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Zone Set 1 - Female Set 1 - Male
Amount Error [%] Amount Error [%]

African 11 5.50 13 6.50
South-American 1 2.00 2 4.00
Central-American 1 2.00 3 6.00
North-American 3 3.00 1 1.00
European 7 3.50 8 4.00
Total 23 3.83 27 4.50

Tab. 6: Classification Error rate by Gender and Geographical Zone on Data Set 1.

Zone Set 2 - Female Set 2 - Male
Amount Error [%] Amount Error [%]

Asian 4 1.33 15 5.00
Caucasian 8 2.67 11 3.67
Total 12 2.0 26 4.33

Tab. 7: Classification Error rate by Gender and Geographical Zone on Data Set 2.

Category Female Male
Amount Error [%] Amount Error [%]

1 15 3.93 21 5.48
2 12 6.00 7 3.50
3 5 2.49 8 4.00
4 3 0.72 14 3.36
Total 35 2.92 50 4.17

Tab. 8: Classification Error Rate by Skin Tone Categories and Gender.

3.3 Comparison with Gender Shades: Intersectional Accuracy Disparities in Com-
mercial Gender Classification

Gender shades [BG18] is one of most relevant work about gender and ethnicity bias.
A manually Fitzpatrick skin-type scale [Fit8] was used to labeling face images (PPB
database) in six categories (Types I to VI). Faces labeled were grouped in two skin tone
groups, lighter skin (Types I, II and III) and darker skin (Types IV, V, and VI). This classi-
fication reached 46.4% for darker skin and 53,6% for lighter skin. Our proposal clustering
automatically the same four categories using K-means as reported in [HR17], a lighter
skin that includes skin-tone categories 3 and 4, and a darker skin that includes skin-tone
categories 1 and 2.

Table 9a presents the distribution of both databases, showing a similar proportion of skin
types. The overall accuracy is presented in Table 9b. Our model shows the best results with
an improvement ranged from 3.0% up to 8.8%.

In terms of gender (Table 10a) and skin type distribution (Table 10b), our results are better
than test reported for the commercial classifiers [BG18]. Gender classification shows an
error rate difference of 1.42% compared with the 8.1% for Microsoft, which was obtained
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Skin Type Our Work [%] Gender Shades [%]
Darker Skin 48.5 46.4
Lighter Skin 51.1 53.6

(a)

Classifier Accuracy [%]
Our Work 96.7
Microsoft 93.7
Face++ 90.0
IBM 87.9

(b)

Tab. 9: a) Database Distribution by Skin Type. b) Overall Accuracy.

the lowest error rate difference between commercial classifiers. Considering skin-type, the
error rate was of 2.5%, while the best results for commercial classifiers were obtained by
Face++ with an 11.8% error rate. Table 11 shows the results by intersectional groups per-
form worst on darker females, but our method presents a great improvement by reducing
the gap to 3.6%.

Classifier Female[%] Male[%] Error[%]
Our work 96.0 97.4 1.4
Microsoft 89.3 97.4 8.1
Face ++ 78.7 99.3 20.6
IBM 79.7 94.4 14.7

(a)

Classifier Darker [%] Lighter[%] Error[%]
Our Work 95.4 97.9 2.5
Microsoft 87.1 99.3 12.2
Face++ 83.5 95.3 11.8
IBM 77.6 96.8 19.2

(b)

Tab. 10: a) Accuracy by gender. b) Accuracy by skin type.

Classifier DM [%] DF [%] LM [%] LF [%] Gap [%]
Our Work 95.6 95.2 96.7 98.8 3.6
Microsoft 94.0 79.2 100.0 98.3 20.8
Face++ 99.3 65.5 99.2 94.0 33.8
IBM 88.0 65.3 99.7 92.9 34.4

Tab. 11: Overall Accuracy by Gender and Skin Type: Darker Male (DM), Darker Female
(DF), Lighter Male (LM) and Lighter Female (LF).

4 Conclusion
In this ongoing research, we show that is feasible to develop an objective method to as-
sign the skin-tone in order to improve the gender classification. This approach improves
the results and reduces gender bias by ethnicity produced by the manual assignation of
each categorization. This assignation is influenced by the experience of each people. An-
other achievement of this work is the construction of an annotated gender and skin-type
balanced-database, which can be used to train and test this and other methods upon request.
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