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Abstract: This paper develops a biometric gait recognition system based on 3D video
acquired by a Time-of-Flight (ToF) sensor providing depth and intensity frames. A
first step of the proposed gait analysis is the automatic extraction of the silhouette of
the person via segmentation. The segmentation of the silhouette is performed on the
depth frame which provide information which describes the distance from the camera
of every pixel in the intensity frame. The range data is sensitive to noise thus we apply
morphological filtering operations to enhance the segmented object and eliminate the
background noise. The positions of the joint angles are estimated based on the splitting
of the silhouette into several body segments, based on anatomical knowledge, and
ellipse fitting. The resulting parameters from this analysis of the silhouette are used for
feature extraction from each frame. The evolutions of these features in time are used to
characterise the gait patterns of the test subjects. Finally, we do biometric performance
evaluation for the whole system. To the best of our knowledge, this article is the first
article that introduces biometric gait recognition based on ToF Sensor.

1 Introduction

The ability to use gait for people recognition and identification has been known for a long
time. The earliest research started in the sixties of the twentieth century, where studies
from medicine [MYNO9] and psychology [Joh73] proved that human gait has discrimina-
tive patterns from which individuals can be identified. It is however just in the last decade
that gait as a biometric feature has been introduced, and from a technical point of view
gait recognition can be grouped in three different classes. Machine vision (MV) which
uses video from one or more cameras, to capture gait data and video/image processing to
extract its features. Floor sensors (FS), that use sensors installed in the floor, are able to
measure gait features such as ground reaction forces and heel-to-toe ratio when a person
walks on them. The third class uses wearable sensors (WS) where the gait data is collected
using body-worn sensors.

MYV based gait recognition is mainly used in surveillance and forensics applications [LSLOS,
HTWMO4]. In MV image processing techniques are used to extract static like stride length
which are determined by body geometry [BJO1], and dynamic features from body silhou-
ettes. The MV based gait analysis techniques can be classified as model-based [BNO7] and
model free [HL10]. The main advantage of model based approaches is the direct extrac-
tion of gait signatures from model parameters, but it is computationally expensive. Model
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free techniques characterize the body motion independently from body structure. MV gait
analysis can also be categorized according to the technology used, as marker-based or
marker-less. In marker based systems specific points in the subject’s body are labelled by
markers. By tracking these points in the video sequence the body motion can be tracked
and analysed [Cut77, KN10]. MV based gait recognition provides wide range of gait
features and many works utilized different sets of features and classification techniques.
Benabdelkader et. al. [BCDO02] used stride length and cadence as features extracted from
17 subjects’ silhouettes walking in outdoor environment for 30 meters in a straight line
at fixed speed to achieve EER of 11%, using linear regression for classification. Wang
et. al. [WTNHO3] utilized silhouette structure evolution over time to characterize gait,
by calculating the silhouette centre and obtaining its contour they converted the 2D sil-
houette into 1D signal by calculating the distance between the centroid and every pixel on
the contour. Principal component analysis (PCA) were used for dimensionality reduction
of normalized distance signals using normalized Euclidean distance (NED) as similarity
measure and nearest neighbour classifier with respect to class exemplars (ENN) classifi-
cation approach. They achieved an EER of 20%, 13%, and 9% for 20 subjects filmed at 0,
45, and 90 degrees view respectively. The most related work to ours was done by He and
Le [HL10], in which temporal leg angles was used as gait features for 4 walking styles
slow, fast, incline and walking with a ball, on a running machine. They achieved wide
range of CCR for the different walk styles using NN and ENN classification techniques.
The best result for 9 subjects were in worst case 74,91% using NN for the shin parameters
alone in fast walk and best case 100% using NN for merging thigh the shin parameters
alone in ball walk, running the test over the whole CMU database 96.39 % was achieved
for fast walk. Jensen et. al [JPL09] used ToF camera to analyse gait, in their work step
and stride length, speead, cadence and angles of joints were extracted as extracted as gait
features. They used model fitting technique to extract the joint angles. To the best of our
knowledge, this article is the first article that introduces biometric gait recognition with
the use of ToF Sensor.

2 Experiment Design

In order to verify the usefulness of the proposed system, we performed an individual gait
identification experiment. In this section we will go through the different issues related to
our experiment.

We used the Swiss ranger SR-4000 CW 10 sensor by Mesa technologies [Mes] seen in Fig-
ure 1(a). The SR4000 is an optical imaging system housed in an anodized aluminium en-
closure. The camera operates with 24 LED emitting infra-red in the 850nm range, it mod-
ulates the illumination light emitting diodes (LED) at modulation frequency of 15SMHz.
Range measurements are obtained at each pixel using the phase shift principle, with non-
ambiguity range of 10 meters. The camera has USB port for data acquisition and supplied
with software library for C and Matlab.

The subject’s motion was filmed from the side by means of a ToF camera at 30 frames/sec,
while the subject was walking on a track in front of the camera as shown in Figure 1(b).

188



(k)

Flgure 12 fuk SH-S000 ToF seasor, (b set-gp of the oxperimen

e b the camera™s marmow' held of view, the kength of the Dimable irack was Hmiled v
about 3 meters, therefore the subjects were asked 10 walk back and forth 10 times on 8
track longer than the camera’s field of view's width, we wsed this bonger track w0 pllow
recording the subject in full maetion, To reduce the noise in the distance dats, the camera
wiis calibrated sisch that the image starts from the walking rack in order to eliminate the
reflection from the floor. The camer wiss pul on o trpoed at 0.7 meter from the Door and
wats lilted up obout 5 degrees, as recommended by the camera monufaciurer, we Figure
I{hl.

The experiment was carmied oul on g solid surface m e loh The subjects were asked 10
walk o fixed track v front of the camera. This fised track allow the participants 1o walk for
LA b 2 gail cycles depemling on the participants gail characiensiics, and becauise some
of the panticipants may nob-start precisely ab the marker where the field of view of the
camers starts, Each participant walks the track ot least 3 times to extrsct one full gait cycle
from cach pass in front of the camers. The experiment procedure by the participant can
be summarized in three steps to be repeated 5 times on average. First, the user walls the
rrck, Ry comnonirad ond wills tre traok back,

The experiment was done in lob gl Gisvik University College, An invilation was sent (o
the stuslents at the faculty to participate in the experiment, and 30 participants volunieened,
They were of different age and height groups, The average age Tor the volumeers was 29,1
yeurs, (he avarage height was 1769 cm. The participants saéne asked o wear ihe same
ivpe of shoes during the two sessions. Inthe experiment twio sessions wie collected dota
for the 30 subjects over a month, time gap betseen the 1w sesshinm vared from subject 1o
subject, for a few subpects it was one week and for albers aboul a monatl,
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3 Feature Extraction

The image sequences of the subjects were acquired while walking in front of the camera.
Followed by segmentation to extract the subjects body silhouette, morphological opera-
tions are applied to reduce background noise and fill holes in the extracted human silhou-
ettes. Next, each of the enhanced human silhouettes is divided into six body segments
based on human anatomical knowledge [NTTT09]. Ellipse fitting is applied to each of the
six segments, and the orientation of each of the ellipses is used to calculate the orienta-
tion of each of the lower body parts for further analysis. The following steps are hereby
described in more details:

Video segmentation is the process of partitioning a video spatially or temporally. It is
an integral part of many video analysis and coding systems, including video indexing and
retrieval, video coding, motion analysis and surveillance. In order to perform gait analysis
of a person from image sequence, the subject needs to be extracted from the background
of the video sequence. Image segmentation is used to separate foreground objects like
people, from the background of the image sequence. Thresholding is the simplest image
segmentation technique, in which each pixel of the original image is compared to a speci-
fied threshold, if the pixel’s value is greater than the threshold value it is set as foreground
pixel with value 1 if not it is set to zero as background pixel producing a binary image.
In some complex images the operation can be iterated using two thresholds, in this case
threshold works like band pass filtering. Histograms can be used to find the proper thresh-
old values [Ots79], where peaks correspond to foreground objects are used to determine
the threshold values. If the image’s histogram shows no clear peaks, then, thresholding
can not produce acceptable segmentation.

Morphological operations are shape based technique for processing of digital images
[HSZ87]. Morphological operations are used to simplify image data preserving their main
shape characteristics and eliminating irrelevant details. Morphological operations have
two inputs the original image and structuring element to be applied to the input image,
creating an output image of the same size. In a morphological operation, the value of
each pixel in the output image is based on a comparison of the corresponding pixel in the
input image with its neighbours. The shape and size of the structuring element constructs
a morphological operation that is sensitive to specific shapes in the input image. The most
basic morphological operations are dilation and erosion.

Ellipse fitting is used next to find the characteristics of the body parts. Having extracted
body silhouette, the subject body are segmented into six parts [NTT+09] as illustrated in
Figure 2. First, the centroid of the silhouette is determined by calculating its centre of
mass. The area above the centroid is considered to be made of the upper body, head, neck
and torso. The area below the centroid is considered made of the lower body, legs and
feet. Next, one third of the upper body is divided into the head and neck. The remaining
two thirds of the upper body are classified as the torso. The lower body is divided into
two portions thighs and shins. Fitting an ellipse to each of the six body parts and find-
ing their centres of mass, orientations, and major axes length we can characterize these
body parts. Evolution of these parameters in the video sequence describes the human gait
characteristics in time.
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Fgure 2 fa) body parts, (b ellipse fiving mode] and fc) racking of legs, blue ellipses for the leg
closer o the camera

Leg tracking is rh,':lnlnm'-..l ekl Ciall anmlysis regquines reliable trac kinl_' il oy iﬂg hueman
I!-.:-.I.:. sep ks A the human tl|l||:\' 1% m.'glrn.'uln! Eilis &in paris, we ] 1o irack the lower
limibs v the successive Trmes 10 consimict |1u.':||||:1;_':lul ol pal ol B measured .mpl-\.'w 11]
the Tollowang step, To rack the oy parts .nl-.'-nj: Lhe image et e wtthee the -:I.-;'|'|II:|
Il iRk e J-.'|,||.|||n.l ol cach Iramse, we coloulate the menn e values ol each sERIEN
The segment wiath higher mean mnge value belongs o the [anhest away leg rom the
camern and vice versa, n Figure o) o saomple sequence of images with tracking resulis

are shown

L nngles calowlation s the lasi e o Ahe Tentures extractios, Homan b ;l:. 1% imacle] il
as r|g:u1 SIS conmected I'-} Jiints The simpldest mode] as 210 sock [GX 1Y), ox
i tpure (d=a). Toexiract the A signEungs we W bl mearaly extract the thigh and shin .I.II-|'||.'-
Fromm each Prume of the video sequence o charsctenee the gl i yibe. In this Dinal step we
exiruct e ..'|Ii|:!||."\ baisead on the data extrected Trom |.'I]||1u.' litting e 1he |'I-|I'IJ:- sigimcils
The finted ellipse parameters: oncniagion, major asis lngth il e ) and centraid wall be
] 1o approxkmately ealeulate the star and end points coordinates for each ol the body
segimenls, such thal cach segment will e defined by pwo points in two dimensional space
CUF - P d) uskng eguatlions ioy iy + Ty yor ™ OO 1) Ty ) Linagor = 0oa(2))
(i to + Imajor ® 0]} and ga s — D jor ® ®inel) as ahown in Figure (3-b)
To caleulate the angles of the leg sepments, we educed the impact of the non-precise

Fgure 31 usoration of joam locations, (a) 20D sk Ngure, (hy sample (rame and (c) calrulmed

anles

fitling of the ellipses 1o the hady scgments, by estimating the location of the joinis as
the average location of the stan poind of one of the segments and the end point of the
sepment coamected by the joinl.  The hip and knce prints” locations are caleulated by
the eguation el (fy Lo d -:-'-'—':--‘ I (jr et L "‘ as shown in
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Figure 3ch Thc extrocted features for each of the sepments were calculated by equation
8 = arctan 5L We caloulate the inclination angle of thigh and shin for each of the
sbject 1-1epln characterize the gait h}l the evolution of these angles intime at each image
of thie viden sequence. Since the gt is quasi-periodic movemen we exiract o single gan
cycle from cach Video sequence. The extracied Feature are filtered using a local median
fifier 1o filer out the outliers. The outliers can be dise to losing wack of the legs, or bad
cllipse fitnng, in Figure 4 plots for 5 different gail cvcle for one subgect before and after
filtering.
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Figurne 4: Extracted data for % o Merent walking cyeles(al: orlginal data, (hifikered data,

4  Analysis and Results

As mentioned in eoarlier sections, each participant was filmed during two different sessions,
andd each session was downlopded us a separate file tothe PC, Esch of these files contained
the data of § assessed gait data records, coch again seporated by leg tvpes, e front shin,
back shin, front thigh ond back thigh, In coch file the dotas representing meone than one gait
eycle was manually aligned ond cut such that one cycle started af a minimum and ended
at a manimum vadue, This was done for all fikes, 5o the data from each collected Bile was
split inti 4 other fibes (for cach leg tvpel.

Using the above method the onginally 30 = 5 = 150 collected fles were split into 150 = 4
= 60 libes, where each fike contwined the dsa of exactly one gail cycle for cach leg type.
Each file was Iobelled insuch a way that participont, session numiber {1 or 25 and type of leg
i fromt sham, hack shim, front thigh, back thigh) are identifinble from the Gle name. Each file
contained one column, representing the feature vector, The length of this feature sector
varied indicoting the length of pait oycle was varying [rom one partscipant 1o anolher.
For the secomd session, 200 out of the M) solunicers participated.  This means that the
performance evaluation over a certain lme interval will only consist with 20 volunteers,
In o analysis in step 1, the nodse was reduced by using the running medion Bler as de-
seribed in the previous section, This resulted in hoving a filterad gait cyele reprssenting our
new Feature vector. Since cach file has dissimilar lengths we wene unable 1o use distance
metrics such os the Manhottan or Buclidian, Instesd we applicd o time series analysis
namsd the Dynamic Time Warping (IDTW) which is an algorithm for messunng similanty
bebween wo sequences which may vary in time or speeil.
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Several performance evaluations were calculated. Table 1 shows the performance of the
first session with 30 subjects (second column) and the subset of 20 users (third column)
who also participated at the second session. The first column indicates which template
and test input were applied for performance testing. We notice that if we apply all the
four types of legs as feature vector for one subject, we obtain an better EER than when
applying them separately. This is due to the fact that more information is stored for a
given subject. Since only a subset of users participated at the second session the EER
has not changed significantly. With the performances for the second session we observe a
significant change of the performance and the reason is that the users are more used to the
walking in the second session and more comfortable with the experiment.

Template/Test | 30 Participants | 20 Participants - 1st | 20 Participants - 2nd
Back thigh 8.42 7.48 4.72
Front thigh 7.39 6.62 6.02
Back shin 12.31 11.16 6.28
Front shin 11.32 10.24 9.41
All above 4.63 4.08 2.62

Table 1: EER Performance Results in % on the collected dataset. Second column is first session.
Last column is session session

An interesting performance analysis is to investigate the change between the two session
as can be seen in Table 2. We are analysing what will happen if we apply the first sessions
data as training set and the second sessions data as test input. What we observe here is
that the change over time becomes worse. Different shoe-type, clothes may have also an
impact, and we realized that unfortunately not all participants came back for the second
session.

Session 1 | Session 2 | Session 1 + Session 2
4.09 2.48 9.25

Table 2: EER Performance Results in % where session 1 as reference template and session 2 as test
input (20 users).

5 Conclusion

In this paper we presented the first known results on gait recognition using the 3D ToF Sen-
sor. When analysing the data we could already visually see that gait cycles were detectable
for each subject which are dissimilar from others’. The experiment was performed over
two different days (sessions) where each of the subjects (first session 30 subjects, second
session 20 subjects) walked a track within the camera field of view. The best equal error
rate obtained was 2.66 % for a separate session where the change over time we retrieve an
equal error rate of about 9.25 %. Although the last mentioned result is not so low, this pa-
per presents a first step towards a better performance in the future. Future work includes to
work with multiple session over multiple days, and more cycles person to see the stability
over time.
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