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Abstract 
The Organic Computing (OC) Initiative deals with technical systems consisting of a large number of distributed and 
highly interconnected subsystems. In the OC-Trust project we aim at introducing trust mechanisms to improve and as-
sure the interoperability of these subsystems. One application scenario used in our project is a Distributed Desktop Grid 
where agents act on the behalf of the user and try to distribute work units. In this scenario, we introduce trust-based self-
organisation algorithms in order to enhance the efficiency and robustness of such a system. In this paper, we discuss an 
algorithm for the distributed matchmaking in such a system, which has been inspired by strategies developed in Game 
Theory.

1 Introduction 

Nowadays, most technical systems consist of tightly in-
terconnected, dynamic and complex subsystems. Such 
complexity can lead to system states that reduce system 
performance and efficiency. In order to cope with this 
threat, new approaches in hardware, software and embed-
ded architectures are needed. Therefore, the Organic 
Computing Initiative [1] introduces concepts to enable 
subsystems to control certain parts of their functionality 
autonomously and in a distributed fashion. In our view, 
Desktop Grids show similar concepts as Organic Compu-
ting systems regarding their dynamic and complex struc-
ture, local view and adaptation abilities of the entities 
within the system. Therefore, we enhance Desktop Grid 
systems with self-organisation algorithms and runtime 
adaptation. Additionally to the self-organisation mechan-
isms and agent autonomy, the OC-Trust Research Unit 
introduces trust as a mechanism to counter the informa-
tion uncertainty in such dynamic and open systems. The 
subsystems (or agents) are given a predefined level of au-
tonomy in order to let them adapt to changes in the sys-
tem or the environment and make decisions runtime.  

We assume a Grid and Volunteer Computing System 
(DGVCS) consisting of agents representing the users of 
standard computers from different administrative do-
mains. The agents decide to which extend they contribute 
to the agent community. There is a potential for fraud or 
at least uncooperative behaviour because agents might try 
to maximise their benefit and at the same time minimise 
their effort, i.e. consume much more computing power 
than they offer to others. In order to cope with these 
threads, conventional DGVCSs rely on verification me-
thods like check pointing or majority voting which lead 
to high overhead costs and system workload. 

Therefore, we introduce trust as a concept to cope with 
egoistic behaviour in such systems. Agents rate the result 
of an interaction and consider the ratings of other agents 
while deciding with whom to cooperate. Thus, they are 
able to omit safety measures like majority voting and in-

crease the overhead costs produced by these additional 
computation steps in the network. 

If agents rely on ratings of results of former interactions 
with a peer, based on either own experience or experience 
of other agents (reputation), they are able to determine 
whether cooperation with this peer is worthwhile. Mat-
chmaking algorithms enhanced with the usage of trust 
values are able to reduce safety measures like work unit 
replication. This is due to the fact that the verification of 
results (e.g. majority voting) is not necessary if there is a 
trust value indicating that the peer will behave coopera-
tively. In this paper, the trust-based self-organisation al-
gorithms introduced in [2] and [3] are equipped with a 
new decision mechanism which incorporates strategies 
well-known from Game Theory. This is done in order to 
make the agents not only adaptive but also enable them to 
act strategically based on the expected behaviour of other 
agents. These strategies will then be enhanced with pre-
diction methods in order to forecast the behaviour of the 
interaction partner in the next matchmaking step. 
The remainder of the extended abstract is organised as 
follows: In Section 2, we define the system model used in 
our scenario. In Section 3, we introduce the trust-adaptive 
agent architecture which is the basis or our implementa-
tion. In Section 4, the tactical agent which incorporates 
the cooperation strategies inspired by Game Theory is 
introduced. Section 5 extends this model with our novel 
prediction mechanism for agent behaviour to a learning 
tactical agent. The evaluation of both approaches is given 
in Section 6. Section 7 will give a brief overview of re-
lated work. In Section 8, we will summarise the work 
conducted in this paper and give an outlook on future 
work. 

2 System Model 
We consider a Desktop Grid where each computer node 
is represented by an agent. The agent acts on behalf of its 
user and can access system resources within a user-
defined corridor. Agents act in two roles: submitter and 
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worker. An agent is able to act as a submitter and as a 
worker at the same time.  
As a submitter, the agent manages the distribution of 
jobs which are spitted into work units. The jobs are as-
sumed to be parallelisable, e.g. video rendering or com-
plex face recognition algorithms with large data sets. The 
number of work units per job and the work unit 
processing complexity are randomly distributed. The 
work unit distribution is based on the trust value of possi-
ble workers as well as the expected processing time (de-
termined by the possible worker’s resources and waiting 
queue). 
In worker role, the agent decides which work units to 
accept for processing by its computer node. In this role, 
the cooperation strategies inspired by game theory which 
will be introduced in Section 4 are used to define whether 
or not to accept the work unit. 
Distribution as well as acceptance of work units is done 
autonomously by the agents. In this early status of our 
strategy approach, we presume that the local values 
needed for the strategic system are accessible globally for 
all agents. 
We simulated our Desktop Grid using the agent-based 
framework RePast [12], which enables us to abstract from 
conventional communication and neighbourhood consid-
erations for the evaluations presented in this paper. 
 

3 Trust-adaptive agent architecture 
In this section, the adaptive agent architecture, which is 
the basis of our tactical agent implementation, is briefly 
introduced. 
In Subsection 3.1, the generic model of this architecture 
will be introduced. In Subsection 3.2, we will show how 
this architecture was used for the implementation of the 
tactical agent for the desktop grid scenario. 

3.1 Generic trust-adaptive agent architecture 
The introduction of adaptation allows for an agent to 
change its behaviour at run-time in reaction to different 
environmental situation. 
For instance, an agent in a DGVCS can choose based on 
the current situation, whether to accept a work unit which 
has been offered to it or not. If its current reputation is 
very low, it needs to improve it in order to be able to act 
as a submitter in the future. If its reputation is high, it can 
be worthwhile not to accept the offered work unit and 
therefore optimise the current fitness. 
In order to permit the system designer to steer the auton-
omy which has been given to the agents, we have intro-
duced the generic agent architecture [3]. This architecture 
enables agents to dynamically adapt their behaviour at 
runtime. 

 
Figure 1. Trust-adaptive agent architecture 

As can be seen in Figure 1, the architecture is composed 
of the following main components: 
The Production engine is the actual application specific 
component of the system. We improve the results reached 
by this Production engine (e.g. a grid client software) by 
reconfiguring its behaviour at run-time. It can be supplied 
with optimised parameter sets determined by our higher-
level Observer/Controller component. 
The Observer manages the agent's world model. We dif-
ferentiate between three different knowledge sources: 
Knowledge about the agent itself (SK), private know-
ledge about other agents which has been gathered in for-
mer interactions (PK), and community knowledge (CK) 
about other agents (esp. from the reputation database). 
The Observer hast to collect, aggregate and validate 
knowledge from these three categories in order to gener-
ate a significant and compact description of the current 
situation, the situation Descriptor SD. This description is 
presented to the Controller in two abstractions. The long-
term Situation Descriptor SD.L addresses the expected 
development of a situation, while the short-term situation 
Descriptor SD.S has a smaller scope but higher level of 
detail.  
The Controller uses these SDs to determine a suitable be-
haviour. This decision is made in two steps: First, a long-
term (strategic) behaviour pre-selection is chosen which 
is best suited for the observed long-term situation SD.L. 
For instance, an agent might decide that a more coopera-
tive behaviour is best suited if a decline in its reputation 
value is diagnosed. This pre-selected behaviour delivers 
the input for the short-term decision component of the 
observer: It maps the current short-term situation $SD.S$ 
with the pre-selected long-term behaviour to a certain 
current behaviour. The chosen behaviour is represented 
by a behaviour vector B = <b_{1},..,b_{n}> which se-
lects a desired behaviour (see Table 1) from the configu-
ration space of the Production Engine.  

3.2 Trust-adaptive agent architecture for a Desktop 
Grid 

We will now show how the generic architecture intro-
duced above has been applied to our application scenario 
DGVCS. We are able to present a first approach using a 
simplified $SD.S$ to show the general concept and feasi-
bility of the idea. 
As introduced above, there exist two representations of 
the agent's situation: SD.L for the long-term effects and 
SD.S for the short-term situation description. In the cur-
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rent implementation, we concentrated on SD.S, hence the 
current situation of an agent is the foundation of its deci-
sions. In this paper, the agent is able to store its own local 
interaction results in addition to the information gained 
from SD.S. 
The situation description SD.S which is delivered by the 
observer contains the following attributes: 

 own benefit: the normalised time the agent has 
saved by participating in the desktop grid 

 average benefit: the normalised time the agents 
in the trusted community have saved by partici-
pating in the desktop grid 

 Maximal Average Benefit: The threshold which 
determines if the agent needs to change between 
trust Building and Always accept state. 

 Own compute/submit threshold: This value de-
termines the whether the agent has already 
processed enough work units for other agents. 

 Maximal compute/submit threshold: The thre-
shold which decides if the commitment of the 
agent is within the scope desired by the user or 
the strategic pre-selection component of the con-
troller. 

In this paper, we consider two decisions an agent has to 
take: whom to give work units to process (submitter role) 
and whether to accept offered work units (worker role). 

4 Cooperation strategies inspired by 
Game Theory 
If an agent receives a request to process a work unit for 
another agent, it has to decide whether or not to accept 
this request (worker role). Always accepting work units 
would increase an agent’s own workload and therefore 
decrease the usage of the system for own work units or 
foreground tasks executed by the user of the PC. Never 
accepting work units would lead to bad reputation values. 
This would lead to a situation where the agent is not able 
to successfully commit a work unit to the system. There-
fore, the agent needs to find a trade-off between accept-
ing and rejecting work units. Furthermore, this trade-off 
is influenced by the current situation the agent acts in, 
e.g. own workload, overall workload, average overall 
reputation and own reputation and trust values. We here 
introduce tactical agents, which apart from the aforemen-
tioned values also take into account a prediction of how 
the other agents might behave in the future. 
We now consider a situation where an agent Ai has had a 
former interaction with an agent Aj.  
Ai has stored the result of this former interaction. As can 
be seen in Table 1, there are five possible results: 
 Aj has accepted the work unit offered by Ai 

o and finished it correctly. 
o and canceled the computation or delivered a 

wrong result. 
 Aj has rejected the work unit offered by Ai due to 

o Ais bad trust value (from former interac-
tions of Aj with Ai) 

o Ais bad reputation. 
o its own full waiting queue. 
o egoistic behaviour strategies. 
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Always accept A A A A A A
Trust building A A A A A D
Tit for Tat A D D D A D

Accept Reject 

 

Table 1. Work unit acceptance behaviours of tactical 
agent Ai 

If Ai is now asked by Aj to process a work unit, it decides 
depending on the result of the previous interaction and its 
current strategy. In the basic implementation, the pre-
vious interaction is exactly the last one. In Section 5, we 
will introduce the prediction method we have developed 
in order to regard not only the last but also a history of 
past interactions. 
As can be depicted from the names, Always accept is a 
simple strategy showing only one homogeneous beha-
viour. The well-known Tit for Tat strategy accepts if its 
last work unit, which has been offered to the requesting 
agent, has been accepted and successfully calculated, in 
all other cases it rejects the work unit. In order to improve 
its reputation value, the agent can follow the trust-
building strategy. This strategy is more cooperative than 
Tit for Tat such that it also accepts if the work unit has 
been rejected due to understandable reasons, i.e. its own 
reputation value, a filled waiting queue or a (submission) 
failure. Only if the rejection was due to pure egoism, the 
trust-building strategy will reject the work unit. 
Figure 1 shows the four strategies an agent can use to de-
cide whether or not to accept a work unit it has been of-
fered. 
The basic ideas of these strategies have been adapted 
from the prisoner’s dilemma. There is a variety of possi-
ble other strategies, but we started with these well-known 
ones and will enhance the set of strategies in the future. 
Agents are able to continuously adapt their strategy to the 
current situation, e.g. change from Tit for Tat to Trust 
building if the workload increases or the own reputation 
value decreases. Figure 1 presents a state machine show-
ing the transitions between strategies. 
 
 
 
 
 
 
 
 
Figure 1. State machine of the tactical agents’ behaviour 
transitions  
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A tactical agent leaves the Tit for Tat behaviour state if it 
realises that the average benefit in the Trusted Communi-
ty is currently higher than its own benefit. This suggests 
that there is a behaviour allowing for more benefit in the 
current situation. It will then change to Trust building 
which is a more cooperative behaviour state. If the agent 
in this state realises that its benefit is lower than a thre-
shold predefined by the system designer or even the 
agent’s user, it will change to the very cooperative Al-
ways accept state. The Always accept state is left if the 
agent realises that its own commitment (compute/submit 
ratio) is higher than a predefined threshold. The agent 
then changes to the least cooperative Tit for Tat state. 
In Figure 2, the complete behaviour selection process is 
given: The tactical agent is a possible component of the 
operational behaviour selection component (cf. Section 
3). 
 
 
 
 
 
 
 

 

 

 

 

Figure 2. Tactical agent as an operational behaviour se-
lection component 

The operational behaviour selection component receives 
the SD.S as introduced in Section 3. Using the Tactical 
agent selection method, the situation description leads to 
a state in the state machine which then defines the beha-
viour given in Table 1. With each new situation descrip-
tion being delivered, the current state is adapted at run-
time. 

5 Prediction of agent cooperation 
based on former interactions 
In order to take into account more than one past interac-
tion for the cooperation decision, we enhanced our tactic-
al agents with a history data structure storing the results 
of former interactions with all other agents. 
We then implemented a simple prediction method based 
on double exponential smoothing. This prediction was 
used as an input for the novel prediction method based on 
neural networks. The results stored in the history data 
structure were transferred into a numeric value which was 
then used as input for the neural network. 

5.1 Basic behaviour prediction using double expo-
nential smoothing 

Our first prediction approach is based on time series 
analysis and is used for a short-term prediction of the co-
operation partner’s next behaviour. This approach is used 
for the initialisation of the training data set of the neural 
network introduced in Subsection 5.2. 
 
In the formulae above and below, x is the value of the 
time series where x’ is the value of the simple exponen-
tial smoothing function and x‘‘ is the value of the double 
exponential smoothing. x* denotes the values of the pre-
diction by the exponential smoothing function used. 
Here, α (0<= α <=1) is a weight which determines to 
which extend previous values are taken into account: A 
small α weights new values much higher than previous 
ones. Thus, the time series is only smoothed to a small 
extend and an adaptation is done very fast. A high α 
weights old values higher, new values are only accounted 
for to a small extend. This leads to a much smoothed time 
series and thus to a very slow adaptation to changes in the 
situation. In this paper, we have chosen α=0.5 which re-
sults in a medium adaptive and smooth function and led 
to the best experimental results. 
We use double exponential smoothing as shown in For-
mula 1. 
 
x‘‘ = α x‘t + (1-α) x‘‘t-1 
Formula 1. Double exponential smoothing
 
To compute this value, we need to determine the simple 
exponential smoothing function with prediction given in 
Formula 2. 
 
x*t+1 = x’t = α xt+ (1- α) x’t-1 = α xt+ (1- α) x*t 
Formula 2. Exponential smoothing 
 
The reason of using double exponential smoothing is that, 
if the data implies a trend, this function is able to recog-
nise this trend and thus predict the next value in the time 
series. 
 
x*t+1 = 2x’t – x‘‘t-1 = x’t + (x’t - x‘‘t-1) 
Formula 3. Prediction using second order exponential 
smoothing 

Formula 3 now shows the actual prediction function of 
the double exponential smoothing used in this paper. 
As stated above, we use this prediction to determine the 
cooperation probability of the possible cooperation part-
ner in the next interaction time step. 

5.2 Advanced behaviour prediction using artificial 
neural networks 

The neural network used in our approach has a three layer 
architecture as shown simplified in Figure 3.  
The first layer consists of input nodes, the second layer of 
hidden nodes and the third layer of output nodes. The 
neural network used in this paper consisted of 30 input 
nodes, 100 intermediate nodes and one output node. 
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Figure 3. Schematic view of Neural Network for beha-
viour prediction
 
Each input nodes is connected to the hidden nodes via a 
weighted edge. Analogously, the intermediate nodes are 
connected to all output nodes by a weighted edge. 
The weights of the edges are determined in the training 
phase preceding the usage of the neural network. The da-
ta set of inputs and matching outputs has been con-
structed using the double exponential smoothing predic-
tion in our system. Thus, the weights have continuously 
been adapted by comparing the output generated by the 
neural network with the output data perceived by the 
training set. If the error between these two values is 
above a given threshold, the weights are repeatedly 
adapted using resilient propagation (cf. [4]). 
After this training phase, the neural network is able to 
react not only to situations learned by now, but will also 
find a suited output for new, unknown situations. Addi-
tionally, the neural network will optimise the weights and 
thus the output of its calculation continuously at runtime. 
 
The inputs of our neural network are the previous beha-
viours of the agent requesting cooperation (cf. Table 1). 
As we need numerical values as inputs, we transferred 
these behaviours introduced in Section 4 into double val-
ues which best matched the impact of the behaviour to 
the agent itself (cf. Table 2). 
 
BEHAVIOUR Value 

ACCEPT AND FINISH 1.0 

REJECT DUE TO QUEUE 0.8 

REJECT DUE TO C/S-DIFFERENCE 0.8 

REJECT DUE TO TRUST 0.6 

NO ENCOUNTER YET 0.5 

REJECT DUE TO REPUTATION 0.4 

ACCEPT BUT ABORT 0.2 

REJECT DUE TO EGOISM 0.0 
Table 2. Agent behaviour transferred into numerical val-
ues 

For instance, if agent Aj has accepted and successfully 
calculated a work unit for agent Ai, this positive beha-

viour has been rated with a 1.0. If it has accepted, but ab-
orted the work unit, this is a very serious misbehaviour 
because Ai has already waited for the completion of the 
work unit, but now needs to find another suited worker 
and has to wait for the second completion attempt. Thus, 
we rate this behaviour with a 0.2, which is very near to 
the worst behaviour (reject due to egoism) rated with 0.0. 
These ratings have been determined by preceding expe-
riments, but other ratings and rankings of the fatality of 
the misbehaviour are conceivable. 

In contrast to the approach introduced in Section 4, we 
here do not only consider the last interaction but a set of 
interactions. Thus, the input to our input nodes consists of 
a vector of n interaction result double values. In the neur-
al network, this vector is reduced to a single double val-
ue. Then, we add a random value between 0.0 and 0.2.  

This addition led to better results in the experiments, as it 
led to a scattering of the chosen agent: it reduces the 
probability that an agent only cooperates with the same 
agent. Furthermore, this enables agents with a former be-
haviour which was not entirely cooperative to get a work 
unit accepted by other agents and thus eventually re-enter 
the Trusted Community [2], i.e. the set of agents which 
cooperate well with each other due to their trust values, 
over time. 

The result at the output nodes is a double value r (0 <= r 
<= 1). It represents the cooperation probability of the 
agent in the next interaction. This r is now used by the 
agent as an acceptance probability: Instead of delivering 
A or D (Accept or Decline), as done by the state machine 
given in Section 4, we will now return A with a probabili-
ty of r and D with a probability of 1-r. Thus, we use the 
expected behaviour of the requesting agent Aj as our cho-
sen behaviour to answer the question whether or not to 
accept the work unit offered by Aj. 

In contrast to the approach given in Section 4, we are 
now able to decide on a continuous cooperation proba-
bility parameter scale rather than a discrete one. 

6 Evaluation 
In Subsection 6.1, we have compared the time, which the 
agent has saved by distributing work units instead of cal-
culation them on its own, of agents having rational and 
tactical behaviour strategies. 
Rational agents accept work units until a predefined 
compute/submit threshold is reached. In this experiment, 
we have chosen the tactical agents according to the state 
diagram given in Section 4. 
 
In order to improve the benefit, we decided to enhance 
our tactical agents with a history of many former interac-
tions combined with a prediction method which have 
been introduced in Section 5. The results are shown in 
6.2. 
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6.1 Performance improvement using Tactical agents 
The first experiment has been conducted in order to de-
termine the success of tactical agent behaviour as intro-
duced in Section 4. Figure 4 shows an example in which 
we measured a network of 200 agents for 300000 Ticks.
The agents in this network had to cope with a high work-
load which in our system was realised by a job generation 
probability uniformly distributed between 300 and 1000
ticks. This workload results in queue sizes which are 
drawn in green (maximal queue size) and red (average 
queue size), but will not discussed further at this point. 
The time save is a measure how much calculation time (in 
ticks) an agent has saved by participating in the network 
during the simulation. The brighter magenta colored 
points show the time save of the tactical agent (TS TB) 
whereas the blue points shows the time saved by agents 
showing a rational behaviour. Here, rational behaviour 
means an agent accepts Work Units offered by other 
agents as long as its Work Unit queue is empty enough, 
and rejects if the queue is full. It can be seen that tactical 
agents show a slightly higher benefit than rational agents. 
This is even though there are no completely malicious 
agents in the network, but only agents showing egoistic 
behaviour if they are in an egoistic mode of their state 
machine introduced in Figure 1. Thus, using tactical 
agents which store the last result of an interaction with an 
agent would lead to a slightly faster calculation of work 
units and thus a slightly higher throughput in the network 
without noticeable calculation or storage overhead. 
As the time save is an increasing value, we chose a first 
simple fitness function in order to determine the benefit of 
a strategy defined as

Fitness
where town is the time it would have taken the agent itself 
to process a work unit, tactual is the time it has actually 
taken to calculate the work unit in the Grid and tideal the 
time it would have taken to process the work unit in a 
perfect system with enough resources for fast and parallel 
processing. In this paper, the scale of this fitness is be-
tween 0 and 25 with 25 being the best value. 

 
Figure 4. Time saves of rational and tactical agents under 
high workload 
 

Figure 5 shows the results of a system with 100 tactical 
agents according to Section 4 under low workload condi-
tions aggregated by the Performance Levels of the agents. 
The Performance Level PL is a simplified measure for the 
different system configurations and capacities (e.g. CPU, 
RAM, HD, network resources). For instance, an agent 
with PL 4 can process a work unit twice as fast as an 
agent with PL 2. In this experiment, the lower PLs 2 and 
3 reach a higher fitness and thus benefit more from the 
system than more performing agents. This is due to the 
fact that they would have needed more time to calculate 
the work units on their own, slow machines.  

 
Figure 5. Fitness of tactical agents (Section 4) 
 
In order to further improve this performance increase, we 
introduced the prediction of agent behaviour based on 
neural networks. Our first results of this approach are in-
troduced in 6.2. 
 

6.2 Tactical agents enhanced with behaviour predic-
tion 

The experiment shown in Figure 6 has again been con-
ducted with 100 tactical agents under low workload con-
ditions. In this experiment, the tactical agents have been 
improved by the prediction method introduced in Section 
5.2.  

 
Figure 6. Fitness of tactical agents with neural network 
prediction (Section 5.2)
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Comparing Figures 5 and 6, it can clearly be seen that the 
prediction based on neural networks leads to performance 
improvement under the same conditions as the simple 
tactical agent. 
These first promising results hint that using tactical auto-
nomous agents inspired by Game Theory for the mat-
chmaking of Grid tasks can lead to performance im-
provement and thus a faster calculation of users’ work 
units. 
 

7 Related work 
Our application scenario DGVCS [13] is a dynamic, 
large-scale system where agents act as workers and sub-
mitters. 
Much research has been done in the area of P2P-based 
desktop grid systems, e.g. [5] and [6]. However, most of 
the systems which have been investigated in literature 
focus on clients from the same administrative domain or a 
specific (e.g. scientific) community [10]. Here, trust is 
not as important as in the kind of systems we explore, 
having no common community goal but rather using idle 
computing power in order to locally reach faster calcula-
tion results. Research on trust-enhanced desktop grid sys-
tems can among others for instance be found in [11]. The 
authors have introduced the EigenTrust model for P2P-
based systems (e.g. the Gnutella protocol) which is based 
on the notion of transitive trust. In our model, trust cannot 
be regarded as a transitive function in all cases. 
Our adaptivity approach is even more far-reaching, as it 
does not use the trust model but the matchmaking and 
cooperation algorithms as well as the agent architecture 
to ensure adaptivity. 
In accordance with [9], we regard using agents as an au-
tonomous representation of the user in a grid system as a 
worthwhile approach. 
In our self-organised approach, we combine trust-
enhancement with agent adaptivity within designer-
defined bounds. In this paper, we extended our agents 
from the already novel adaptive [3] to even tactical beha-
viour. The tactical behaviour is seen with respect to re-
sults of former interactions and inspired by mechanisms 
from Game Theory [8]. The agents are taking into ac-
count not only trust and reputation values but also a pre-
diction of the future behaviour of possible cooperation 
partners. The forecast is based on an artificial neural net-
work [7] which processes the history of former interac-
tions. 
 

8 Conclusion and Future work 
In this paper, we have introduced the concept of tactical 
agent whose behaviour determination is inspired by 
Game Theory. 
After briefly introducing our system model and the trust-
adaptive agent architecture, which is the basis or our im-
plementation, we discussed the tactical agent which in-
corporates the cooperation strategies inspired by Game 

Theory. We then extended this model with our novel pre-
diction mechanism for agent behaviour based on artificial 
neural networks. The evaluation of both approaches has 
shown that the tactical agent leads to a small performance 
improvement, the tactical agent with prediction led to an 
even better fitness.  
In the future, we are going to extend the knowledge of 
our agents by refining the prediction methods and using 
them for further aspects. By now, the prediction can be 
seen as an expected degree of cooperation of a possible 
cooperation partner. This is a promising first approach, 
but many other prediction and trend analysis for the Ob-
server of our adaptive agent are possible. For instance, 
the agents could forecast an increasing workload and 
proactively adjust their cooperation and distribution pa-
rameter in order to quickly adapt their behaviour to the 
changed situation. 
Additionally, the fitness function will be replaced by a 
function weighting both benefit (e.g. scaled time saved by 
distribution) and the effort undertaken in order to reach 
this benefit. 
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