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Abstract: We have explored and implemented different approaches to named cn-
tity recognition in {erman. a difficult task in this language since hoth regular
nouns and proper names are capitalized. Our goal 1s to tdentify and recognise per-
son names, geographical names and company names in 4 compuicr magazine cor-
pus. Our geographical name classifier works with precompiled lists but our com-
pany name classificr learns the names from the corpus. For the recognition of
person names we work with a precompiled Tist of first names and the program le-
arns the last names. For this clagsificr we suggest setting an aclivalion valuc lor the
last name and subscquently depriming the value until “forgetting™ the name. Ouwr
cvaluation results show that our mised approaches are as good as the recall and
preeizion values reporicd for Englizh. 1t is shown that a carclully tuned cascade of
name clagzifiers can cven distinguizh between diflferent interpretations ol a name
token within the same document.

1 Introduction

We are working on a method for the disambiguation of PP-attachment ambiguitics in
German. It relies on competing cooceurrenee strengths between the noun and the prepo-
sition (N+P) and the verb and the preposition (V=) Therefore we have computed these
cooceurrence strengths from a corpus. We chose to work on a computer magazine corpus
since it 1% a semi-technical text which displays features from newspapers (some artieles
are very short) and from technical texts (such as many abbreviations, company and pro-
duet names). We selected the ComputerZeitung [ Ko98|, a weekly computer magazine.
The raw texts contain around 1.4 millien lokens per year. One important step 1o the cor-
pus preparaiion 15 the recognition of named cniitics.

1.1 General corpus preparation
Al the start all corpus texis are m pure text formal. There 1s no formaiting imlormation
except for a special string that marks the begioning of an ariicle. In order 1o enrich the

corpus with semaniic information the texts had to be processed in various sieps. All
programming was done i Perl.
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1. Clean up. The texts have been dehyphenated by the publisher before they were distri-
buted (with few exceptions), There are blanks that are not token delimiters, Qur corpus
contains blanks within long sequences of digits such as numbers over 10 000 and tele-
phone numbers. We substitute these blanks with auxiliary symbols {e.g. a dash) to faci-
litate tokenization,

2. Recognition of text structure. Headlines are often elliptical sentences {(Mehrwert
wgefunden. Arbeifspldize gesuchi), They cause many tagging errors since the tagger has
been trained over complete sentences. Therefore we have to recognize and mark headers,
regular paragraphs, and list items in order to treat them specifically. A header is a line
that ends without a sentence final punctuation marker, We use SGMI. tags to mark these
items and all other meta-information. We identify newspaper specific article starters,
Most articles begin with a city name and an abbreviation synibol [or the author.

(1} “Hosn (pgi - Bundesregierung und $PPD kamen sich ..7.

3. Recognition of sentence boundaries. Scentences end at the end of 4 paragraph or with
a senlenee finishing puncluation symbol {a full stop, an exclamation mark, a question
mark). Unfortunately a full stop symbol is identical to & dot that ends an abbreviation
(mir Dr. Newhaus) or an ordinal number (Auf dem 5. Dewtschen Softwarerdg). We use an
abbreviation list with 1200 German abbreviations 1o distinguish the dot from a full stop.

4. Verticalization of the text. The (ext is then verticalized (one word per line). Punctua-
tion marks are considered separate tokens and thus cach occupies a separate line.

2 Recognition and Classification of Named Entities

At some point in the processing we have to recognize and classify proper names for e.g.
persons, geographical locations, companies, and products. One could argue that the re-
cognition of proper names is a task for a part-of-speech tagger and therefore classificati-
on should be done after tagging. But | VS98| have shown that a tagger*s distinction bet-
ween proper nouns and regular nouns is not reliable in German, This distinction is the
main source of tagging errors, In German both proper nouns and regular nouns are spel-
Ted with an initial capital letter and their distributional properties are not distinct enough
to warrant a clear tagger judgement.

Therefore we decided to recognize and classify named entities before tagging, in thig
way helping the tagger with the difficult task of noun classitication, Later, ¢lassified
proper names will help us build semantic clusters (all person names, all geographical
entities, ...). These clusters will be used to reduce the sparse data problem in the frequen-
Cy COUNIS OVCT OUT COTpUS.

2.1 Previous approaches to named entity recognition
Named entity recognilion is & topic of active rescarch especially in the context of moes-

sage understanding and classification. The approaches use internal evidence (keywords,
gazelteers) and external evidence (the context). OF course, most problematic is the classi-
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fication of unknown names, Different algorithms have been used to Tearn names and
their ¢lassification from annotated texts and from raw corpora. Evaluation figures are
difficult to compare.

[MMS6] stress the importance of representing uncertainty about name hypotheses. Their
system exploits the textual structure of documents to classity names and to tackle corefe-
rence. In particular it exploits appositives to determing name categories (e.2. X, u smali
Bey Area town — X — city name). A newly introduced name leads o the generation ol a
normalized name, name clements and abbreviations so that these forms arc available Tor
corcference matching. ‘The system works in two passes. I [irst builds hypotheses on
name chunks (sequences of capitalized words). Sceond, it groups these name chunks into
longer names if there wre intervening prepositions or conjunctions. They report on 83%
precision und 67% recall on 42 hand-tagged Wall Street Journal articles with 2075 nu-
mes.

[SGO0] deseribe the LaSIE system which combines list lookup, parl-ol-specch tagging,
name parsing, and naume matching, They have experimented with learning name lists
from annotated corpora. They show that carclully compiled lists cleaned through dictio-
nary [iltering and probability ilering lead o the best results. Dictionary {illering meuns
removing list items which also occur as entries in the dictionary. But this should only be
done il a word oceurs more frequently as non-nanic thun as name in the annotated data
{probability filtering). This approach is similar o ours.

Most of the rescarch on the classification of naumed entitics is for English. In particular,
there are very fow publications on German nanie recognilion. One is [La%9] describing
briclly the PRONTO system for person nwme recognition. Te uses a combination of [irst
name lists, last name Lists, heuristics (“a capitalized word following a first name 1s a last
name™), context information (“"a determiner in front of a hypothetical person name can-
cels this hypothesis™) and tvpical letter trigrams over last names. He reports precision
and recall figures of 80%, Another is [PNOO| which deals with organization, person and
location name recognition. They report a precision of 95% and a recall of 85% but it is
not ¢lear whether these figures relate to the recognition task (telling apart a proper name
from a regular noun) or the ¢lassification task,

2.2 Recognition of person names (learn - apply - forget)

CGur approach to person name recognition relies on the observation that there is a rather
stable set of personal first names. Additionally, we find that a person‘s last name is
usually introduced in a text with cither hisfher first name, with a e (Dr., Prof). or a
word deseribing hissher profession or function (manager, director, developer, L),

Therefore we use a list of 16 000 first names and another list of a dozen titles as key-
words to find such name pairs (keyword followed by a capitalized word}. The name list
contains mostly German and Lnglish first nwmes with many different spelling variations
(e Sdrg, Joerg, Jirg, Jirgen). 10is derived from scarching through machine readuble
tclephone books. Qur recognition program “learns™ the last name, 1 capitalized word
that follows the [irst name. ‘The last name will then be recognized (applied) il it occurs
standing alone in subsequent senlences.
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2y Beim ersten Internet-Chat-in von RU-Kulturkommissar Mareelino Oreja mufiten dic
Giriechen “leider dranfien bleiben”™ Oreja. ... beuntwortete unter Zuhilfenalme von elf ...

This approach, however, leads (o two problems. First, the program may incorrectly lcamn
a last name if c.g. it misinlerprets @ company name (ffarris Computer Svstems) or if
there is a [irst name preceding a regular noun (. weil Mariin Software entwickelt), Sc-
cond, a last nwme correctly learned in the given context niight not be a last name in all
subsequent cases (consider the person name Michae! Dell and the company name Defl).
Applying an incorrectly learned last name in all subsequent occurrences in the corpus
might lead to hundreds of erroneously recognized names,

Therelore we use the observation thal a person namc is usually introduced in a document
in cither full form (i.c. first nwme and last name) or with & (itle or job function word. The
lust name is therealler primed for & certain number of senlences in which it can be used
standing alone. If it is used again later in the text it needs to be reintroduced. So, the
question is, for how many sentences does the priming hold. We use an initial value of 13
and a refresh value of 5. This means that a full name being introduced is activated for 135
subsequent sentences. In fact, its activation level is reduced by 1 in every following
sentence, After 15 sentences the program “forgets” the name, If, within these 15 senten-
ces, the last name occurs standing alone the activation level increases by 3 and thus
keeps that name active for 5 more sentences,

toreach sentence <
irTulT_nameifirsl_naze|liLle, Tasl_named
acuivalion Tevel Tasl_name] + 13,

f
1

e_a2if match({last name! && iactivacticn _evel[last zame] = I} {
aclivalion Tewvel Tags mame] + 0 3;
e sl end ot document {
forcach Tasg. name {
solivalion Towve [Tasl_namo. 0;

olac [ ff sonLonao wilhoul Tasl name

forcach Tasg. name {
i activation level [l
activatlion leve [la

Pobord

We found the initial activation value by counting the number of sentences between the
introduction of a full name and the subsequent reuse of the Tast name standing alone. In
an annual volume of our corpus we found 2160 full names with a reused Tast name in the
same document, In around 50% of the cases the reuse happens within the following two
sentences. But the reuse span may stretch up to 30 sentences. With an initial activation
value of 10 we miss 7%, but with a value of 15 only 3% of reused names, We therefore
decided to set this level to 13, We also experimented with a lower refresh value of 2.
Against our test set we found that we are loosing about 10% recall and therefore kept the
refresh value at 5.
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In another experiment we cheeked all documents of an annual volume of our corpus for
recognized last names that reoceur lateron in the document without being recognized as
last names. For an initial activation value of 10 we found 209 such last name tokens in
6027 documents. The initial value of 15 only resulted in 98 unrccognized Jast name
tokens {about 1% improved recall) with only 6 crroncously recognized items (a negligi-
ble loss in precision).

With this priming activation algorithm we delimit the effeet of erroncously learned last
names to the priming arca of the last name. ‘The priming arca ends in any casc at the end
of the document. Note that this algorithm allows a name to belong to different elasses
within the same document. We have observed this in our corpus especially when a com-
pany name is derived from its founder's name and both are mentioned in the same
document.

(3} Dor SAP-Konkurrent Baan verfolgt cine aggressive Wachstumsstralegic. ... Das Konzepl
des Firmengriinders Jan Baan hat Trfols.

These findings contradict the onc-sense-per-document hypothesis brought forward by
|GCY92]. They had claimed that it is possible to combine all contextual evidence of all
oceurrenees of 4 proper noun from one document to strengthen the evidence for the
classification. But in our corpus we find dozens of documents in every annual volume
where their hypothesis does not hold.

Included in our algorithm is the use of the genitive form of cvery last name (ending in
the sulfix -s). Whenever the program learns a last name 10 lreals the genitive as a parallel
form with the same activation level, Thus the program will also recognize Kanthers aller
having learned the last name Kaather.

4y  Wie es heilit, sewinnen derzeit dic Hardliner um Bundesinnenminister Manfred Kanther
die Oberhand. .. Kanthers Interesse gilt der inmeren Sicherherit:

If a learned last name is also a first name our system regards it as last name for the pri-
ming span. If it occurs standing alone it is recopnized as last name if it is not followed by
a capitalized word., An immediate capitalized successor will trigger the learning of a new
last name. This strategy 15 succeslul in most cases {ep. 5) but leads Lo rare errors as ox-
emplified in 6. The trigger 1s not applied lor the genttive form since this form as such is
not in the list of first names.

(3} “lm Jull werden die ersien Ergcbnisse des San-Francisco-Projekis ausgeliclert”, veranschau-
licht Julius Peter....
. ergding Lawsons Cheflcchnologic Peler Patlon.

(6 Am Anfang war dic Zukunftsvision von cinem kiinfiigen Operaiionszaals, die der Neurochi-
rirg Volker Urban von der Dr.-Horst-Schimide-Klinik ..
. ruml Urban *Akzeplangprobleme cin.

In an cvaluation of 990 sentences from our computer magazine corpus we manually
detected 116 person names. 73 of these names are full names and 43 are stand alone last
names. Our algorithm achicves a recall of 93% for the full names (68 found) and of 74%
[or the stand alone names {32 found}. The overall precision 15 92%.
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The algorithm relies on last names being introduced by first names or titles, It will miss a
Tast name that occurs without this introduction. In our corpus this {rarely) happens for
last names that are very prominent in the domain of discourse (Cafes) and in cataphoric
uses, mostly in headlines where the full name is given shortly after in the text.

7y <hZ=MecNealy priizisiert Vorwirfe gegen Gates 1-7h2z
. Sums Pritsident Seott MeNealy hat auf der I'T Expo ..

2.3 Recognition of geographical names (list - learn - apply)

Names of geogruphical entities (cities, countries., states und provinces, niountains and
rivers) are relatively stable over tUme. Therefore it is casy to compile such lists from
resources in the WWW., In addition we exploit the structure of our newspaper texts (that
are often introduced with a city name (cl® step 2). We collected (learned) all city names
used in our computer magazing corpus as introductory words as well as (German) ¢ity
names from the WWW into a gazetteer of around 1000 city names. We also use a list of
250 country names (including abbreviations like {/S4) and (mostly German) state names,
When matching these geographical names in our corpus we have to also include the
eenitive forms of these names (Humbures, Pewtschlands, Bad Sulzas). Fortunately, the
genitive is always formed with the suffix -y,

A maore challenging aspect of geographical name recognition is their adjectival use,
frequently as moditiers to company names or other organizations,

(8}  Dus gleiche gilt fir die zur Londoner Colt Telecom Group gehirende Frankfurter Colt
Telecom GmbH, ..

(94 Die amerikanische Engineering lnformation und dus Karlsroher Fachinformationszentrum
wollen gemeingam .,

We decided o also mark these adjectives as geographical names sinee they determine
the location of the company or organization. The difficulty lies in building a gazetteer
for these words. Obviously, we are unlikely to find a gazetteer of derived forms in the
WWW. But it is also difficult to derive these forms systematically from the base forms
due to phonological deviations.

(10 Tondon > Tondoner; Karlsruhe  » Karlsruher; Miinchen  » Minchner
(11} England — englische/r; Finmland — Onmischesr

Ag these examples show, both -er and -isch can be used as derivational suffixes to turn a
geographical name into an adjective, -isch is the older form but it has been pushed back
by -er since the 15th century {cf. [FBY5| p.240). While -isch is used to build a fully
inflectional lower ¢case adjective, -er is used to form an invariant adjective that keeps the
capitalized spelling of the underlying noun. There is currently a strong tendency to use
the -isch form {or country names and the -ex form for city names. Rarely, both forms are
used side by side (schweizeriseh, Schweizer). or all country names we manually com-
piled the list of the -iseh buse form of the adjectives. For the city names we are faced
wilh & much larger set. We therefore used the morphological analyzer Gertwol to iden-
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tity such words. According to |[HM94] Gertwol comprises around 12 000 proper names
out of which 2600 are geographical names. For every geographical name Gertwol de-
rives a masculing and a feminine form for the inhabitants { Bremer, Bremerin) as well as
the form for the adjective.

The capitalized geographical adjectives are therefore homographic to nouns denoting a
masculing inhabitant of that city or state and also to the plural form of the inhalbvitants
(dic Bremer sind ..}, We use this ambiguity to identify geographical adjectives in the
Gertwol output: 1T a capitalized word ending in -er is analyzed as both a proper noun and
an invariant adjective then this word will be a geographical adjective and we can list it in
a special gazetteer,

In our corpus we mark all forms of the lower case geographical adjectives, For the capi-
talized adjectives we mark all occurrences that are followed by a capitalized noun, Q¢-
currences followed by a lower case word are likely to stand for the inhabitant reading (as
in12).

(12} Vor fin{ Jahren haten sich die Redmonder bet der Forschung ...

In our evaluation of 990 sentences we manually found 166 geogruphical names. Out of
these 131 were automaiically marked (& recall of 91%). The algorithm incorrectly mar-
ked 36 geographical names (g precision of 81%). It should be noted, however, that there
are rare cases of ambiguitics between geographical names and regular nouns (c.g. Lssen,
Halle, Hof are names of German citics s well as regular German nouns). 'There are also
ambiguilics between geographical names and person nanies (¢.g. the [irst name fagen is
also the nanie of a Gorman city). Many cily names can also be used as personal last
names. But these ambiguitics hardly cver oceur in our corpus.

2.3  Recognition of company names (learn - filter - apply)

Compuany names are very [requent in our compuler magazine corpus since most articles
deal with news about hardware and soltware products and companics. Our algorithm lor
company naime recognition is bused on keywords that indicate the occurrence of a com-
pany name. Basced on this we have identified the following patlerns:

1. A sequence of capilalized words aller strong keywords such as Firme. The scquence
can consist of only one such capitalized word and ends with the [irst lower case word.
The keyword is not part of the company name.

(13) ... das Software-System “DynaText™ der Firma Eleetronie Book Technologies.

2. A sequence of capitalized words preceding keywords such as GmbH, Lid.. fnc, Ov.
The sequence can consist of only one such capitalized word and ends to the left with the
first lower case word or with a geographical adjective or with a feminine determiner,
The keyword is considered to be part of the company name,

(14 In Richtumg Multimedia marschiert J. B Edwards & Co. (JDE) mit ihrem kommerziellen
Informualionssystenm ...
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3. According to German orthographical standards a compound consisting of a proper

name and a regular noun is spelled with a hyphen. We can exploit this fact and find
. . . - . |

company names in hyphenated compounds ending in a keyword such as Chef, Tochfer.

(15) ... 18t die Zukunlt der deutschen Franee-Télécom-Tochter geklirt.

4. Combining evidence from two or more weaker sources suffices to identify candidates
for company names, We have found two usetul patterns involving geographical adjecti-
VS,

4.a. A sequence of capitalized words atter a feminine article followed by a geographical
adjective,

(16} Fir Ethernet- und Token-Ring-Netze hat die MUnchner Ornetix einen Medienserver
entwickelt,

4b. A sequence of capitalized words after a geographical adjective and a weak kevword
(like Agentur, Unfernehmen)” Neither the adjective nor the keyword is part of the com-
pany name,

{17y Das Miinchner Unternchmen Stahlgruber zihlt zu den wenigen Anwendern, dic ...

Lising these patterns our program “learns™ simple and complex company names and
saves them in a list. All learned company names constitute a gazetteer for a second pass
of name application over the corpus. The learning of company names will thus profit
from enlarging the corpus while our recognition of person and geographical names is
independent of corpus size,

Complex company names consist of two or more words. The complex names found with
the above patterns are relatively reliable. Most problems arise with pattern 2 because it is
difficult to find all possible front boundaries {ctf. dus Awiomobilkonsoriivm Micro Com-
pact Car AG), Our algorithm sometimes includes unwanted front boundaries into the
name.

Often acronyms refer to company names (/844 is probably the best known example).
These acronyms are frequently introduced as part of a complex name. We therefore
search complex names for such acronyms {all upper case words) and add them to the list
ol found nanies.

(18) ... die CCS Chipeard & Communications GmbH. Titgkeitsschwerpunkt der CCS sind
programmicrbare Chipkarten,

[.earning single word company names is much more error prone. It can happen that a
capitalized word following the keyvword Firme is not a company name but a regular
noun (... weil die Firma Software verkauffy or that the first part of a hyphenated com-
pound with Chefis a country name {Abschied von Deutschland-Chef Zimmer). Therefore

(. . .
We owe this observation o our student Jeannette Roth.

& . . . . . Lo

© We distinguish between strong keywords thul always trigger company name recognition and

weak kevwords that are Tess relighle cues and need to cooccur with a geographical adjective.

160



we need to filter these one-word company names before applying them to our corpus.
We use Gertwol to analyse all one-word names. We accept as company names all words

e that arc unknown to Gertwol {c.p. Acatec, Belgacom), or

)

e that arc unknown to Gertwol (e.p. deofec, Belgacaar), or

e that are known to Gertwol as proper names (c.g. Alcatel, or Apple),

e that are recognized by Gerlwol as abbrevialions (e.g. AMD, AT&T, Be), and

e that are not in an English dictionary {(with some exceplions like Apple, Bull,
Sharp, Sun).

In this way we exclude all regular (lexical) nouns [rom the list of simple company na-
mes. In a separate pass over the corpus we then apply all company names collected in
the learning phase and eleared in the filter phase. In the application process we also
accept genitive forms of the company names ({8Ms, Microsofis).

Nole that the order of name recognition combined with the rather cautious application of
person names leads to the desired effect that o word can be both person name and com-
pany name in the same corpus. With the word Dedl we pet:

senlence  example | lype
6917 Auch IBM und Dell company
11991 Michael Dell person
L1994 L warate Dell person
12549 Siemens Nixdorf, Dell und Amdahl ... company

In our cvaluation of Y90 sentenees the program found 283 out of 348 company name
oceurrenees (a recall of 81%). It incorrectly recognized 89 items as company names that
were not companies {a preeision of 76%). These values are hased on completely reco-
enized names. Many company namces, however, consist of more than once token. In our
cvaluation text 50 company names consist of two tokens, 13 of three tokens, 3 of four
tokens and 1 of five tokens (Challenger Gray & Chrisemas Corp). We therefore perfor-
med a seeond cvaluation of company names cheeking only the correet recognition of the
first token. We then et a reeall of 86% and a precision of 80%.

With these patterns we look for sequences of capitalized words. That means we miss
company names that are spelled all lower ease (apainst traditions in German), We also
have problems with names that contain funetion words such as conjunctions or preposi-
tions., We will only partially match these names.

3 Part-of-Speech Tagging the Corpus
In order to extract nouns, verbs and prepositions we need to identify these parts-of-

speech in the texts. Before we decided on a part-of-speceh tagper we made a detailed
comparative evaluation of the Brill-Tagger (a rule-based tagger) and the ‘I'rec-Tagper (a
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statistics-hased tapgper) for German. We showed that the Tree-Tageer was slightly better
| V89K, Therefore we use the Tree-Tagger | SK ] in this rescarch.

The Tree-Tagper uses the STTS (Stuttpart-Tiibingen Tag Set; ['T8Y96]), a tap-sct for
German with around 50 taps for parts-of-speceh and 3 tags for punctuation marks. The
STTS distinguishes between proper nouns and repular nouns, between full verbs, modal
verbs and auxiliary verbs, and between prepositions, contracted prepositions and postpo-
sitions.

The tagger works on the vertical text {cach word and cach punctuation mark in a sepa-
rate ling). In addition, in our corpus the tagger input already contains the proper name
tap (NI for all previously recognized names in noun function and the adjective tag
fADJA)Y for all recognized names in attributive function. The tagper assigns one part-of-
specch tag to every word in a sentence. It does not change any tag provided in the input
text. Thus the prior recognition of proper names ensures the correet tags for these names
and improves the overall tagping, quality. After tagping some missed sentence bounda-
rics can be inserted. If, for instance, a number plus dot (suspeeted to be an ordinal num-
her) s Tollowed by a capitalized article or pronoun, there must be a sentence boundary
afler the number (... frewen sich dber die Werbekampagne fiiy Windows 93, Sie steigerf
thre Umsdize), We lind between 75 and 130 such senienee boundaries per annual volu-
me.

4 Conclusion

We have shown thal named entily recognition in German will profit from precompiled
lists as well as from learning and filtering. We employ carcfully tuncd algorithms for
person, peographical, and company name recognition. Person name recognition is most
rcliable with 86% recall and 92% precision. The most difficult is company name reeo-
enition (81% recall and 76% preecision). This is due to the fact that company names vary
ercatly in length and structure. Lately some company names are even spelled with lower
case letters.

Proper name recognition helps to improve tageing performance. The problem of distin-
euishing between regular nouns and proper names is greatly reduced (ef, [CVOL).

Of course, there are names heyond persons, companics and geographical locations. In a
next step we will work on product name recognition. Morcover our corpus containg
names of exhibitions like Ovbit, Cebit, Camdes and orpanisations like Gesellschaft fiir
Informatik.
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