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Abstract: We study the problem of Ąnding clusters in random bipartite graphs. Applications of this
problem include online shops in which one wants to Ąnd customers who purchase similar products
and groups of products which are frequently bought together. We present a simple two-step algorithm
which provably Ąnds tiny clusters of size O(nε ), where n is the number of vertices in the graph
and ε > 0; previous algorithms were only able to identify medium-sized clusters consisting of at
least Ω(

√
n) vertices. We practically evaluate the algorithm on synthetic and on real-world data; the

experiments show that the algorithm can Ąnd extremely small clusters even when the graphs are very
sparse and the data contains a lot of noise.
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1 Introduction

Finding clusters in bipartite graphs is a fundamental problem and has many applications. In
practice, the two sides of the bipartite graph usually correspond to objects from different
domains and an edge corresponds to an interaction between the objects. For example, in
an online shop setting, the bipartite graph consists of customers (left side of the graph)
and products (right side of the graph). An edge indicates that a customer bought a certain
product. In this scenario, customer clusters consist of customers buying similar items and
product clusters consist of products which are frequently bought together. Other application
domains include paleontology [Fo03], where one wants to Ąnd co-occurrences of localities
and mammals, and bioinformatics [Er13], where one wants to relate biological samples and
gene expression levels.

Note that in many practical scenarios it is important that one can Ąnd tiny clusters. For
example, nowadays online shops sell millions of products, but most product clusters are
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very small compared to the total number of products on sale (e.g., the Harry Potter books
are often bought together but they are only seven out of more than one million products).
Hence, if a clustering algorithm can only detect medium-sized clusters consisting of at least
a thousand products, then it is not applicable in this setting.

In this paper, we study this problem under a standard random graph model with a set
of planted ground-truth clusters and we propose an algorithm which provably recovers
extremely small clusters. More formally, we show that the algorithm allows to recover even
tiny planted clusters of size O(nε ), where n is the number of vertices on the right side of
the graph and ε > 0. Previous methods [Xu14, LCX15] could only discover clusters of size
Ω(
√

n). For the formal statement of the random graph model and the results, see [Ne18].

The algorithm consists of a simple two-step procedure: (1) Cluster the vertices on the left
side of the graph based on the similarity of their neighborhoods. (2) Infer the right-side
clusters based on the previously discovered left clusters using degree-thresholding.

We also implement the algorithm and evaluate it on synthetic and on real-world data. We
verify that, in practice, the algorithm can Ąnd the small clusters which the theoretical analysis
promised. We answer this question affirmatively. On synthetic data, the experiments show
that, indeed, the algorithm Ąnds tiny clusters even in the presence of high destructive noise
(i.e., when the graphs are sparse and there are few inter-cluster edges). On real-world datasets,
the algorithm Ąnds clusters which are interesting and which have natural interpretations;
for example, on a dataset consisting of users and books they rated [Zi05], the algorithm
Ąnds (among others) one cluster consisting of the Harry Potter books by J. K. Rowling and
another cluster consisting of books written by John Grisham.
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