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Abstract: The possibility of disconnection is one of the fundamental new network-
ing problems presented by sensor networks. The goal of this paper is to address the
problem of result collection in periodically disconnected sensor networks, focusing, in
particular, on opportunities for in-network processing. Our hypothesis is that, through
careful augmentation of the networking layer underneath the declarative query proces-
sor, it will be possible to expose information that will make the query processor able
to adapt to and handle disconnections.

1 Introduction

There are many types of sensor-network deployments in which disconnections will be fre-
quent and expected: in networks where the nodes are mobile, for example, nodes will
become occasionally disconnected from each other. Similarly, in remote sensing environ-
ments, intermittent connections may be the only practical way to get data out of a network
– e.g., when a satellite passes overhead or when a mobile node occasionally visits the
remote site. To support operation in such environments, we propose extending the net-
working capabilities of current sensor network query processors with explicit support for
disconnection. In particular, we focus on the subclass of periodically disconnected net-
works where a connection recurs on a frequent bases.

2 Related Work

To the best of our knowledge, no one has proposed to augment a query processing system
in this way before. There has been some work on solutions for handling disconnection
in sensor networks, though no specific efforts at integrating such support into a query
processing system. For example, in the ZebraNet [JOW+02] project, the goal is to develop
mobile sensornet software and hardware that can be used to track Zebras as they roam
about a wildlife preserve in Africa. Each node periodically collects GPS data, and logs it
to local non-volatile storage. When zebra-based nodes come into contact with each other,
they (selectively) exchange data. Eventually, a zebra will wander into the range of a base
station, where the data from its sensor and any other sensors it came into contact with can
be offloaded. A similar concept is that of a Data MULE [SRJB03]. Both systems do no in-
network processing, and are not seeking to build a reusable infrastructure for disconnected
networking; rather, they are focused on solving their particular mobile-node problem in an
application specific manner.
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There has also been some work in the networking community on disconnected operation,
like predicting the location of a mobile host in an ad-hoc network [LR00] so that data
can be efficiently delivered to that host, despite occasional disconnections. Research on
Delay-tolerant Networks (DTNs) [Fa03] addresses a number of issues surrounding adding
disconnection support to traditional networks, but does not discuss any form of in-network
processing.

3 Challenges in Disconnected Sensor Networks

When the possibility of disconnection is introduced, the process of how queries are pro-
cessed and optimized must be changed in several fundamental ways, introducing a number
of new requirements and challenges. These include:

Dissemination: How can we ensure that every node in the network receives a query de-
spite intermittent disconnections? This is related to issues of reliable broadcast in sensor
networks [HJB03, LS04], but requires additional techniques to deal with longer-duration
partitionings.

Result Collection: In a disconnected network, a node may not be able to communicate its
readings to a preselected parent. One option would be for nodes to simply buffer results
until the network is reconnected, but this could be problematic due to storage shortages
and suboptimal given that it may be possible to combine readings with those of connected
neighbors.

Duplicate Elimination: One of
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Figure 1: As the car drives along the road, different sensors
come into contact with it. Deciding how to stage data for
deliver to mobile nodes on vehicles is an important research
challenge in disconnected sensor networks.

the problems with network dis-
connection is that it may cause
a node to not know whether the
data it attempted to send was pro-
perly delivered. This can hap-
pen, for example, if disconnec-
tion happens while a node is in
the middle of sending a message.
One option is to simply retrans-
mit these indeterminate packets,
but this can lead to the introduc-
tion of duplicate results that skew
query answers. This problem is
especially tricky when perform-
ing in-network aggregation of re-
sults. Since we do not know what

records have already been aggregated common techniques, like eliminating duplicates on
layer 2, are not a solution. Therefore, to perfectly eliminate duplicates, each aggregate
record must be tagged with the sensors that contributed to it (dramatically increasing the
size of the transmitted data at mitigating the benefits of in-network aggregation.)
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Periodic Disconnections: A final challenge related to disconnection arises in networks
that disconnect and reconnect at periodic, known intervals. In such networks, it is desirable
to stage results at the parts of the network where the reconnection will happen. In some
cases, reconnection may happen in a known temporal pattern, across several nodes as, for
example, a data-collection vehicle drives through the network. Figure 1 illustrates this –
as the car drives along the road, different sensors with the network are in contact with it.

4 High-level Facilities for Result Collection

In this section, we summarize the high-level facilities we have begun to design to address
the problem of result collection in periodically disconnected sensor networks with in-
network processing capabilities. Because of the limited space we do not address issues of
query dissemination or duplicate detection and elimination within this paper.

Collaborative Data Storage: The traditional TinyDB [MHHF] model assumes that nodes
can offload data as soon as it is produced, requiring no storage. With disconnections,
nodes may need to buffer data for substantial periods of time, requiring them to store data.
Because the storage on nodes is limited, sensors on one side of a partition may need to
pool their storage to provide sufficient capacity for all readings.

Proactive Aggregation: When disconnection occurs, nodes on one side of the partition
should attempt to partially aggregate their results as much as possible so that a minimum of
data must be stored. This reduces storage load and also minimizes the amount of data that
must be transmitted when reconnection occurs. Both collaborative storage and proactive
aggregation require facilities for identifying neighboring sensors with available storage or
data to be aggregated, and for optimizing the placement of storage and aggregation oper-
ators. Figure 2 shows an example of proactive aggregation; nodes B and C begin routing
their data to node A (rather than directly to the basestation) after a disconnection. When
a reconnection occurs, A can transmit the already aggregated data directly to the basesta-
tion. Note that there are many other possible strategies; for instance, the aggregation could
have been done at nodes A, B, and C so that, no matter which node reconnected first, the
aggregate data could be immediately delivered.

Multiresolution Data Transmission: Because re-connections may be short lived, we
believe it is important to explore data transformations that produce multi-resolution data
structures. An example of such a transform is the Haar wavelet transform. Because it
encodes data as a binary tree of differences from a mean, such that the root of the tree
is the mean, the left child, l, is the average difference of the left half of the data from
the mean, the left child l′ of l is the average difference of the left-most quarter of the
data from the value at l, and so on it allows us to get the most significant coefficients
out of the network. Figure 3 illustrates a simple graphical example of the Haar wavelet;
notice that the 8-reading signal at the bottom of the figure can be reconstructed from the
u, d1, d2, d3, d4, d5, d6, d7, d8 sequence, and that any prefix of this sequence can be used
to reconstruct a coarser approximation of signal. There are many other examples of such
transforms, ranging from other types of wavelets, to query driven specifications of ranges
of readings that are most important.
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Multilocation Data Staging: In situations with periodic, predictable disconnections, we
would like to store data at several locations to maximize the probability that certain read-
ings are delivered or ensure that as much data as possible is brought out of the network
during each reconnection. For example, looking at Figure 1, the strategy that will maxi-
mize the amount of data delivered is one that spreads data across the three sensors adjacent
to the road.

Choosing where data should be staged
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Figure 2: Proactive aggregation. Before disconnec-
tion, nodes A,B, and C routed directly to the bases-
tation. After disconnection, node A is chosen to re-
ceive all of the aggregation results.

and how much data to store at each node
presents an interesting optimization pro-
blem. If the connection schedule and
amount of data to be delivered is known
apriori, a simple greedy approach that
stores as much data at each sensor as
that sensor can deliver will suffice. How-
ever, when the exact schedule or dura-
tion of reconnection is unknown or only
partially known, there are a number of
possible tradeoffs. For example, it may
be desirable to stage high-priority data
at several locations to maximize its prob-
ability of delivery. Or, probabilistic ap-
proaches that assign data to sensors based
on their expected probability of being
able to deliver it may come into play.

Predictive Modeling: Probabilistic modeling has a second important role in disconnected
networks. In a highly dynamic, frequently disconnected network, it may be preferable to
predict sensor readings at unknown locations or times rather than bring every piece of data
out of the network. This prediction might be done using historical data – for instance,
by tracking the correlations between pairs of sensors and using readings from correlated
nodes when actual readings are not available. Alternatively, it could take the form of
building temporal models (“trajectories”) that make it possible to guess the reading from
a sensor into the near future. We have begun to study the use of such predictive models in
other aspects of our work [GBT+04, DHGM04], and they are widely used in the machine
learning and AI communities [CDLS99], but have not yet been applied in this kind of
disconnected environment.
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5 Conclusion

Thus, there are a number of challenging research problems related to query processing in
disconnected environments. In particular, there are a number of algorithmic alternatives
that must be explored to understand the possible tradeoffs, such as:

1. Which probabilistic model is most effective at predicting values of disconnected
parts of the network?

2. What is the appropriate policy for choosing where to stage data given a regular but
not completely predictable reconnection schedule?

3. What is the best scheme for proactively aggregating data? How well does proactive
aggregation work compared to simple store-and-forward techniques?

To verify our hypothesis we are currently
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Figure 3: An example of a Haar wavelet. No-
tice that the coefficients u, d1, d2, d3, d4, d5, d6,
d7, d8 are enough to reconstruct the bottom-most
histogram, and that any prefix of those coefficients
provides an approximation of the signal.

building disconnection-sensitive features
into TinyDB and plan to deploy the sys-
tem, both under controlled laboratory set-
tings and in the field. Although most of
the techniques described in this paper are
implementable on today’s hardware plat-
forms, one of the risks we face is that tiny,
embedded microprocessors will not gain
sufficient compute power to support, e.g.
complex wavelet transforms, in the next
few years. However, based on the hard-
ware advancements made in the motes over
the past two years (8x improvement in mem-
ory capacity, 2x improvement in proces-
sor speed), we expect that this will not be
as large of a problem in the future.
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