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Preface

The strategic importance of modelling is recognized by an increasing number of
companies and public agencies. Enterprise modelling delivers the ‘blueprints’
for co-designing organizations and their information systems, such that they
complement each other in an optimal way. Achieving this interplay requires a
multi-perspective approach that takes into account technical, organizational, and
economic aspects. It also recommends the cooperation of researchers from dif-
ferent fields such as Information Systems, Business Informatics, and Computer
Science.
The 3rd International Workshop on Enterprise Modelling and Information Sys-
tems Architectures (EMISA’09) addresses all aspects relevant for enterprise
modeling as well as for designing enterprise architectures in general and infor-
mation systems architectures in particular. It is jointly organized by the GI Spe-
cial Interest Group on Modelling Business Information Systems (GI-SIG Mo-
BIS) and the GI Special Interest Group on Design Methods for Information
Systems (GI-SIG EMISA).

These proceedings feature a selection of high-quality contributions from acade-
mia and practice on enterprise modelling, enterprise architectures, business
process management and measurements, analysis, and explorative studies. We
received 22 submissions that were thoroughly reviewed by at least three selected
experts of the programme committee. Eleven contributions were selected for
presentation at the workshop and for publication in these proceedings.

We would like to thank the members of the programme committee and the re-
viewers for their efforts in selecting the papers and helping us to compile a high-
quality programme. We would also like to thank the local organization, in par-
ticular Linh Thao Ly as well as the organization team of BPM 2009 for their
assistance with organizing EMISA 2009. We also thank Manfred Reichert and
Bertram Ludäscher as keynote speakers. We hope you will find the papers in this
proceedings interesting and stimulating.

August 2009

Jan Mendling, Stefanie Rinderle-Ma, and Werner Esswein.
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A Thing Called ”Fluid Process” –

Beyond Rigidity in Business Process Support

Manfred Reichert

Institute of Databases and Information Systems, University of Ulm, Germany

manfred.reichert@uni-ulm.de

Abstract: This keynote reports on a new class of processes - so called fluid processes
- whose ”engineering” and ”use” is indistinguishable. Fluid processes are continually
being adapted and reformed to fit the actual needs and constraints of the situation in
hand and to fulfill the overall goals of the involved actors in the best possible way.
We present a detailed review of challenges and techniques that exist for the support of
fluid processes. We give insights into their nature, discuss fundamental challenges to
be tackled, summarize basic technologies enabling fluid processes at the information
system level, and describe advanced applications of fluid processes.

1 Motivation

The economic success of an enterprise increasingly depends on its ability to flexibly sup-

port its business processes by information systems and to react to changes in its environ-

ment in a quick and flexible way [RRMD09, WRRMW09]. However, today’s process

engineering technologies and tools are ill equipped to meet this challenge because of their

inherent brittleness and inflexibility [WRRM08, RD98]. The current generation of BPM

tools [Wes07] implicitly embrace the ”engineer use” dichotomy inherited from traditional

approaches to software and database engineering. This, in turn, is based on the classic

engineering principle that systems are first ”engineered” and then, once deemed fit for

purpose, are ”used” (or ”operated”). Maintenance and evolution activities are not regarded

as part of operation but rather as interruptions to the ”in use” state which temporarily

return the system to the ”being engineered” state. However, in scenarios in which require-

ments come and go on a much more dynamic and ad hoc basis (e.g. healthcare [LR07] or

automotive engineering [MHHR06]), this ”engineer use” strategy is unworkable.

The only feasible way to cope with dynamism is to dissolve the fundamental distinction

between ”engineering” and ”use” and seamlessly merge the whole service and process

lifecycle into a single encompassing framework [WRRMW09, WSR09]. This will lead

to a new class of processes - so called fluid processes - whose ”engineering” and ”use”

is indistinguishable. Such processes are continually being adapted and reformed to fit the

actual needs and constraints of the situation in hand and to fulfill the overall goals of the

involved actors in the best possible way. Since enterprise workflows can be viewed as

special forms of processes, the notion of fluid workflows is also important.
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2 Characterization of Fluid Processes

Fluid processes and services should be not confused with ”(self-)adaptive systems” as

recognized by the adaptive systems research community. Fluid processes and services

are adaptive in the sense that they are continually evolving and reshaping to fit the sit-

uation in hand, but unlike classical adaptive systems (as understood in adaptive system

research) they are not expected to do this themselves. On the contrary the whole point of

fluid process is that the adaptation is performed with the help of the human user/engineer

where needed. In other words, in fluid processes, human engineers and users are ”part of

the loop”, and processes use and adaptation are seen as two sides of the same coin. In

this sense, fluid process have more in common with agile software development methods,

which are focused on encouraging human developers to evolve software in as rapid and

effective a way as possible, than adaptive systems which are responsible for all dynamic

adaptation themselves.

Adaptive systems research is still essentially based on the engineer use distinction, the

only difference to traditional approaches is that the systems are given much more intelli-

gence than usual in order to exhibit a wider range of behaviors. This notwithstanding, the

techniques and ideas of adaptive systems research are very relevant to fluid process and

services, because all forms and techniques of adaptation need to be exploited. In fact, the

notion of fluid process and services subsumes standard adaptive systems, and is based on

a more general approach where humans are tightly bound into the loop as well as artificial

intelligence.

Fluid processes also fundamentally change the way in which human stakeholders interact

and collaborate because they dissolve the distinction between process engineers and pro-

cess users. To date, business process support technologies have focused on enhancing and

automating the way in which process users collaborate and interact, but have not signifi-

cantly changed the way in which the processes themselves are engineered (i.e. defined and

maintained). The assumption has been that this is done by IT specialists in a distinct engi-

neering phase with little or no connection to the execution of the processes or the normal

operation of the enterprise. However, with fluid processes this distinction will blur (if not

entirely disappear) and process engineers will also be process users and vice versa. Stated

differently, process engineering will also he regarded as a normal, fluid business process

involving the collaboration of multiple stakeholders. In short, process engineering will

become reflective.

3 Outline of the Keynote

This keynote presents a detailed review of challenges and techniques that exist for the sup-

port of fluid processes [RRMD09]. We give insights into the nature of fluid processes, dis-

cuss fundamental technological challenges to be tackled, give an overview on basic tech-

nologies enabling fluid processes at the information system level, and describe advanced

applications of fluid processes. In this context we revisit some of our research projects
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on fluid processes like ADEPT [RD98, RDB03, RRD03], CEOSIS [RMR07, RMR09],

Corepro [MRH08], and Philharmonic Flows [KR09].
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Pattern Matching in Conceptual Models –
A Formal Multi-Modelling Language Approach

Patrick Delfmann, Sebastian Herwig, Łukasz Lis, Armin Stein

University of Münster
European Research Center for Information Systems (ERCIS)

Leonardo-Campus 3
48149, Münster
Germany

{delfmann | herwig | lis | stein}@ercis.uni-muenster.de

Abstract: Recognizing patterns in conceptual models is useful for a number of
purposes, for example revealing syntactical errors, model comparison, and identifi-
cation of business process improvement potentials. In this contribution, we intro-
duce a formal approach for the specification and matching of structural patterns in
conceptual models. Unlike existing approaches, we do not focus on a certain appli-
cation problem or a specific modelling language. Instead, our approach is generic
making it applicable for any pattern matching purpose and any conceptual model-
ling language. In order to build sets representing structural model patterns, we de-
fine formal operations based on set theory, which can be applied to arbitrary mod-
els represented by sets. Besides a conceptual and formal specification of our ap-
proach, we present a prototypical modelling tool that shows its applicability
through a particular application scenario.

1 Introduction

The structural analysis of conceptual models has multiple applications. To support mod-
ellers in their analyses, applying structural patterns to conceptual models is an estab-
lished approach. Single conceptual models, for example, are analysed by use of typical
error patterns in order to check for syntactical failures [Me07]. In the domain of Busi-
ness Process Management (BPM), process models analysis helps identifying process
improvement potentials [VTM08]. For example, applying structural model patterns to
process models can help revealing changes of data medium during process execution
(e.g., printing and retyping a document), redundant execution of process activities or
application potentials of software systems. Whenever modelling is conducted in a dis-
tributed way, model integration is necessary to obtain a coherent view on the modelling
domain. To find corresponding fragments and to evaluate integration opportunities,
multiple models – generally of the same modelling language – can be compared with
each other applying structural model pattern matching [GMS05]. Different model struc-
tures that typically represent equal real-world issues are identified and specified as struc-
turally different, but semantically equal patterns. Counterparts of these patterns are
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searched via pattern matching in the models to be compared. If pattern counterparts are
found in different models, these are marked as candidates for equivalent model sections.
A subsequent comparison of their elements shows if their contents are equal as well.
This way, structural pattern matching provides decision support in model comparison
and integration. Model patterns have already been subject of research in the fields of
database schema integration and workflow management, to give some examples. How-
ever, a literature review reveals that existing pattern matching approaches are limited to
a specific domain or restricted to a single modelling language (cf. Section 2). We argue
that the modelling community would benefit from a more generic approach, which is not
restricted to particular modelling languages or application scenarios.

In this paper, we present a set theory-based model pattern matching approach, which is
generic and thus not restricted regarding its application domain or modelling language.
We base this approach on set theory as any model can be regarded as a set of objects and
relationships – regardless of the modelling language or application domain. Set opera-
tions are used to construct any structural model pattern for any purpose. Therefore, we
propose a collection of functions acting on sets of model elements and define set opera-
tors to combine the resulting sets of the functions (cf. Section 3). This way, we are able
to specify structural model patterns for a given modelling language in form of expres-
sions built of the proposed functions and operators. These pattern descriptions can be
matched against conceptual models of this language resulting in sets of model elements,
which represent particular pattern occurrences. As a specification basis, we use a generic
meta-meta model being able to instantiate any modelling language. Consequently, a
meta model-based specification of the modelling language the patterns are defined for is
necessary for the application of our approach. In this paper, we provide an application
example for Event-driven Process Chains (EPC) [Sc00] (cf. Section 4). Furthermore, we
present a prototypical modelling tool implementation that shows the applicability of the
approach. The example of Section 4 serves again as the application scenario (cf. Sec-
tion 5). Finally, we conclude our paper and outline further need for research (cf. Sec-
tion 6).

2 Related Work

Supporting the structural analysis of conceptual models, fundamental work is done in the
field of graph theory addressing the problem of graph pattern matching [GMS05; Fu95;
VVS06, VM97]. Based on a given graph, these approaches discuss the identification of
structurally equivalent (homomorphism) or synonymous (isomorphism) parts of the
given graph in other graphs. To identify such parts, several pattern matching algorithms
are proposed, which make use of a pattern definition as comparison criteria to find corre-
sponding parts in other graphs. The algorithms compute walks through the graphs in
order to analyze its nodes and its structure. As a result, they identify patterns represent-
ing corresponding parts of the compared graphs. Thus, a pattern is based on a particular
labelled graph section and is not predefined independently. Some approaches are limited
to specific types of graphs (e.g., the approaches of [Fu95; VaVS06] are restricted to
labelled directed graphs).
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In the context of process models, so-called behavioural approaches have been proposed
[Hi93; MAW08; Hi05]. Two process models are considered equivalent if they behave
identically during simulation. This implies that the respective modelling languages pos-
sess formal execution semantics. Therefore, the authors focus on Petri Nets and other
workflow modelling languages [DDM08]. Moreover, due to the requirement of model
simulation, these approaches generally consider process models as a whole. Patterns as
model subsets are only comparable if they are also executable. Hence, not every pattern
– even if provided with formal execution semantics – can be used for matching.

In the domain of database engineering, various approaches have been presented, which
address the problem of schema matching. Two input schemas (i.e., descriptions of data-
base structures) are taken and mappings between semantically corresponding elements
are produced [RB01]. These approaches operate on single elements only [LC00] or as-
sume that the schemas have a tree-like structure [MBR01]. Recently, the methods devel-
oped in the context of database schema matching have been applied in the field of ontol-
ogy matching as well [Au05]. Additionally, approaches explicitly dedicated to matching
ontologies have been presented. They usually utilize additional context information (e.g.,
a corresponding collection of documents [SM01]), which is not given in standard con-
ceptual modeling settings. Moreover, as schema-matching approaches operate on ap-
proximation-basis, similar structures – and not exact pattern occurrences – are addressed.
Consequently, these approaches lack the opportunity of including explicit structure de-
scriptions (e.g., paths of a given length or loops not containing given elements) in the
patterns.

Design patterns are used in systems analysis and design to describe best-practice solu-
tions for common recurring problems. Common design situations are identified, which
can be modelled in various ways. The most desirable solution is identified as a pattern
and recommended for further usage. The general idea originates from [AIS77], who
identified and described patterns in the field of architecture. [Ga95] and [Fo02] popular-
ized this idea in the domain of object-oriented systems design. Workflow patterns, that is
patterns applied to workflow models, is another dynamically developing research do-
main regarding patterns [Aa03]. However, the authors do not consider pattern matching.
Instead, the modeller is expected to adopt the patterns as best-practice and to apply them
intuitively whenever a common problem situation is met. A methodical pattern matching
support is not addressed.

Patterns are also proposed as an indicator for possible conflicts typically occurring in the
modelling and model integration process. [Ha94] proposes a set of general patterns for
Entity-Relationship Models (ERMs [Ch76]). On the one hand, these patterns depict
possible structural errors that may occur. For such error patterns corresponding patterns
are proposed, which provide correct structures. On the other hand, sets of model patterns
are discussed, which possibly lead to conflicts while integrating such models into a total
model. Similar work in the field of process modelling is done by [Me07]. Based on the
analysis of EPCs, he detects a set of general patterns, which depict syntactical errors in
EPCs. However, these two approaches focus on particular structural patterns for specific
modelling languages rather than a pattern definition and matching approach for arbitrary
modelling languages.
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3 Specification of Structural Model Patterns

3.1 Sets as a Basis for Pattern Matching

The idea of our approach is to regard a conceptual model as a set of model elements.
Here, we further distinguish between objects representing nodes and relationships repre-
senting edges interrelating objects. Starting from this set, pattern matches are searched
by performing set operations on this basic set. By combining different set operations, the
pattern is built up successively. Given a pattern definition, the matching process returns
a set of model subsets representing the pattern matches found. Every match found is put
into an own subset. The following example illustrates the general idea.

A pattern definition consists of three objects of different types that are interrelated with
each other by relationships. A pattern match within a model is represented as a set con-
taining three different objects and three relationships that connect them. To distinguish
multiple pattern matches, each match is represented as a separate subset. Thus, the result
of a pattern matching process is represented by a set of pattern matches (i.e., a set of sets,
cf. Fig. 1).

Fig. 1. Representation of Pattern Matches through Sets of Elements

3.2 Definition of Basic Sets

Therefore, as a basis for the specification of structural model patterns, we use a generic
specification environment for conceptual modelling languages and models (cf. Fig. 2)
applying the Entity-Relationship notation with (min,max)-cardinalities [ISO82]. Model-
ling languages typically consist of modelling objects that are interrelated through rela-
tionships (e.g., nodes and edges). In some modelling languages, relationships can be
interrelated in turn (e.g., association classes in UML Class Diagrams [OMG09]).
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Fig. 2. Generic Specification Environment for Conceptual Modelling Languages and Models

Hence, modelling languages consist of element types, which are specialized into object
types (i.e., nodes) and relationship types (e.g., edges and links). In order to allow rela-
tionships between relationships, the relationship type is defined as a specialization of the
element type. Each relationship type has a source element type, from which it originates,
and a target element type, to which it leads. Relationship types are either directed or
undirected. Whenever the attribute directed is FALSE, the direction of the relationship
type is ignored. The instantiation of modelling languages leads to models, which consist
of particular elements. These are instantiated from their distinct element type. Elements
are specialized into objects and relationships. Each of the latter leads from a source
element to a target element. Objects can have values which are part of a distinct domain.
For example, the value of an object “name” contains the string of the name (e.g., “prod-
uct”). As a consequence, the domain of the object “name” has to be “string” in this case.
Thus, attributes are considered as objects.

For the specification of structural model patterns we define the following sets, elements,
and properties originating from the specification environment:

% E: set of all elements available; e!E is a particular element.
% $$(E): power set of E.
% O: set of all objects available; O"E; o!O is a particular object.
% R: set of all relationships available; R"E; r!R is a particular relationship.
% A: set of all element types available; a!A is a particular element type.
% B: set of all object types available; B"A; b!B is a particular object type.
% C: set of all relationship types available; C"A; c!C is a particular relationship type.
% I: set of all instantiations available; I"A/E; (a,e)!I is a particular instantiation.
% T: set of all relationship targets available; T"E/R; (e,r)!T is a particular target.
% S: set of all relationship sources available; S"E/R; (e,r)!S is a particular source.
% X: set of elements with x!X"E.
% Xk: sets of elements with Xk"E and k!..0
% xl: distinct elements with xl!E and l!..0
% Y: set of objects with y!Y"O.
% Z: set of relationships with z!Z"R.
% directed(c): property directed of a particular relationship type c.
% domain(o): property domain of a particular object o.
% value(o): property value of a particular object o.
% nx: positive natural number nx!N1

17



% Rd: set of all directed relationships available;
Rd"R, ((cd,rd)!I(directed(cd)=TRUE(cd! C) 1rd! Rd

% Td: set of all directed relationship targets available; Td"T, (rd!Rd) 1(e,rd)!T
% Sd: set of all directed relationship sources available; Sd"S, (rd!Rd) 1(e,rd)!S
% Tu and Su are undirected counterparts; Tu=T\Td and Su=S\Sd

3.3 Definition of Set-modifying Functions

Building up structural model patterns successively requires performing set operations on
these basic sets. In the following, we introduce predefined functions on these sets in
order to provide a convenient specification environment for structural model patterns
dedicated to conceptual models. Each function has a defined number of input sets and
returns a resulting set. For every function, we specify the input and output sets and pro-
vide a formal specification based on predicate logic. In addition, we provide textual
explanations where necessary. First, since a goal of the approach is to specify any struc-
tural pattern, we must be able to reveal specific properties of model elements (e.g., type,
value, or value domain):

% ElementsOfType(X,a)" E is provided with a set of elements X and a distinct element
type a. It returns a set containing all elements of X that belong to the given type:
ElementsOfType(X,a)={x!X|(a,x)!I}

% ObjectsWithValue(Y,valueY)"O takes a set of objects Y and a distinct value valueY.
It returns a set containing all objects of Y whose values equal the given one:
ObjectsWithValue(Y,valueY)={y!Y|value(y)=valueY}

% ObjectsWithDomain(Y,domainY))"O takes a set of objects Y and a distinct domain
domainY. It returns a set with all objects of Y whose domains equal the given one:
ObjectsWithDomain(Y,domainY))={y!Y|domain(y)=domainY}

Second, relations between elements have to be revealed in order to assemble complex
pattern structures successively. Functions are required that combine elements and their
relationships and elements that are related respectively.

% ElementsWithRelations(X,Z)"$$(E) is provided with a set of elements X and a set of
relationships Z. It returns a set of sets containing all elements of X and all relation-
ships of Z, which are connected. Each occurrence is represented by an inner set:
EWR(x1,Z)={z!Z|(x1,z)!T'(x1,z)!S}){x1}, x1!E
ElementsWithRelations(X,Z)={EWR(x,Z)}, x!X

% ElementsWithOutRelations(X,Zd)"$$(E) is provided with a set of elements X and a set
of relationships Z. It returns a set of sets containing all elements of X that are con-
nected to outgoing relationships of Z, including these relationships. Each occurrence
is represented by an inner set:
EWOR(x1,Zd)={zd!Zd|(x1,zd)!Sd}){x1}, x1!E
ElementsWithOutRelations(X,Zd)={EWOR(x,Zd)}, x!X
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% ElementsWithInRelations(X,Z)"$$(E) is defined analogously:
EWIR(x1,Z)={zd!Zd|(x1,zd)!Td}){x1}, x1!E
ElementsWithInRelations(X,Zd)={EWIR(x,Zd)}, x!X

% ElementsDirectlyRelatedInclRelations(X1,X2)"$$(E) is provided with two sets of
elements X1 and X2. It returns a set of sets containing all elements of X1 and X2 that
are connected directly via relationships of R, including these relationships. The direc-
tions of the relationships given by their “Source” or “Target” assignment are ignored.
Furthermore, the attribute “directed” of the according relationship types has to be
FALSE. Each occurrence is represented by an inner set:
EDRIR(x1,X2)={x2!X2,z!Ru|(x1,z)!Su((x2,z)!Tu'(x2,z)!Su((x1,z)!Tu}){x1}
ElementsDirectlyRelatedInclRelations(X1,X2)={EDRIR(x1,X2)}, x1!X1

% DirectSuccessorsInclRelations(X1,X2)"$$(E) is provided with two sets of elements X1
and X2. It returns a set of sets containing all elements of X1 and X2 that are connected
directly via relationships of R, including these relationships. The directions of the re-
lationships are predefined, this is only relationships from elements of X1 to elements
of X2 are considered. Each occurrence is represented by an inner set:
DSIR(x1,X2)={x2!X2,z!Rd|(x2,z)!Sd((x1,z)!Td}){x1}
DirectSuccessorsInclRelations(X1,X2)={DSIR(x1,X2)}, x1!X1

Third, in order to construct model patterns representing recursive structures (e.g., a path
of an arbitrary length consisting of alternating elements and relationships) the following
functions are defined. For the specification of recursive structures, we make use of
mathematical sequences that have to be transformed into sets. Therefore, we define an
auxiliary function Set((xi))={xi!E|xi!(xi)}"E.

% Paths(X1,Xn)"$$(E) takes two sets of elements as input and returns a set of sets con-
taining all sequences, which lead from any element of X1 to any element of Xn. The
directions of the relationships, which are part of the paths, are ignored. Furthermore,
the attribute “directed” of the according relationship types has to be FALSE. The
elements being part of the paths do not necessarily have to be elements of X1 or Xn,
but can also be of E\X1\Xn. Each path found is represented by an inner set:
PX(x1,xn)={Set((x1,x2,…,xn))|x2,…,xn-1!E(((xi,xi+1)!Su'(xi,xi+1)!Tu))11+i,n}
Paths(X1,Xn)=$ PX(x1,xn)x1!X1,xn!Xn

% DirectedPaths(X1,Xn)"$$(E) is the directed counterpart of Paths. It returns only paths
containing directed relationships of the same direction. Each such path found is rep-
resented by an inner set:
DPX(x1,xn)={Set((x1,x2,…,xn))|x2,…,xn-1!E((((x2i-1,x2i)!Sd((x2i+1,x2i)!Td11+i+ &n/2-)
'((x2i,x2i-1)!Td((x2i,x2i+1)!Sd11+i+ &n/2-)
'((x2i-1,x2i)!Sd((x2i+1,x2i)!Td((xn-1,xn)!Sd11+i+ &n/2--1)
'((x2i,x2i-1)!Td((x2i,x2i+1)!Sd((xn,xn-1)!Td11+i+ &n/2--1))11+i,n}
DirectedPaths(X1,Xn)=$ DPX(x1,xn)x1!X1,xn!Xn

% Loops(X)"$$(E) takes a set of elements as input and returns a set of sets containing all
sequences, which lead from any element of X to itself. The direction of relations and
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path elements are handled analogously to Paths. Each loop found is represented by
an inner set:
Loops(X)=$ PX(x,x)x!X

% DirectedLoops(X)"$$(E) is defined analogously:
DirectedLoops(X)=$ DPX(x,x)x!X

In order to provide a convenient specification environment for structural model patterns,
we define some additional functions that are derived from those already introduced:

% ElementsWithRelationsOfType(X,Zd,cd)"$$(E) is provided with a set of elements X, a
set of relationships Zd and a distinct relationship type cd. It returns a set of sets con-
taining all elements of X and relationships of Zd of the type cd, which are connected.
Each occurrence is represented by an inner set:
ElementsWithRelationsOfType(X,Zd,cd)=
ElementsWithRelations(X,ElementsOfType(Zd,cd))

% ElementsWithOutRelationsOfType(X,Zd,cd)"$$(E) is provided with a set of elements
X, a set of relationships Zd and a distinct relationship type cd. It returns a set of sets
containing all elements of X that are connected to outgoing relationships of Zd of the
type cd, including these relationships. Each occurrence is represented by an inner set:
ElementsWithOutRelationsOfType(X,Zd,cd)=
ElementsWithOutRelations(X,ElementsOfType(Zd,cd))

% ElementsWithInRelationsOfType(X,Zd,cd)"$$(E) is defined analogously to Elements-
WithOutRelationsOfType:
ElementsWithInRelationsOfType(X,Zd,cd)=
ElementsWithInRelations(X,ElementsOfType(Zd,cd))

% ElementsWithNumberOfRelations(X,nx)"$$(E) is provided with a set of elements X
and a distinct number nx. It returns a set of sets containing all elements of X, which
are connected to the given number of relationships of R, including these relation-
ships. Each occurrence is represented by an inner set:
EWNR(x)={r!R|(x,r)!T'(x,r)!S}){x}
ElementsWithNumberOfRelations(X,nx)={EWNR(x)| |EWNR(x)|=nx+1}

% ElementsWithNumberOfOutRelations(X,nx)"$$(E) and
ElementsWithNumberOfInRelations(X,nx)"$$(E) are defined analogously:
o EWNIR(x)={r!Rd|(x,r)!Td}){x}

ElementsWithNumberOfInRelations(X,nx)={EWNIR(x)| |EWNIR(x)|=nx+1}
o EWNOR(x)={r!Rd|(x,r)!Sd}){x}

ElementsWithNumberOfOutRelations(X,nx)={EWNOR(x)| |EWNOR(x)|=nx+1}
% ElementsWithNumberOfRelationsOfType(X,c,nx)"$$(E) is provided with a set of
elements X, a distinct relationship type c and a distinct number nx. It returns a set of
sets containing all elements of X, which are connected to the given number of rela-
tionships of R of the type c, including these relationships. Each occurrence is repre-
sented by an inner set:

20



EWNRT(x,c)={r!R|(c,r)!I(((x,r)!T'(x,r)!S)}){x}
ElementsWithNumberOfRelationsOfType(X,c,nx)=
{EWNRT(x,c)| |EWNRT(x,c)|=nx+1}

% ElementsWithNumberOfOutRelationsOfType(X,cd,nx)"$$(E) and
ElementsWithNumberOfInRelationsOfType(X,cd,nx)"$$(E) are defined analogously:
o EWNIRT(x,cd)={r!Rd|(cd,r)!I((x,r)!Td}){x}

ElementsWithNumberOfInRelationsOfType(X,cd,nx)=
{EWNIRT(x,cd)| |EWNIRT(x,cd)|=nx+1}

o EWNORT(x,cd)={r!Rd|(cd,r)!I((x,r)!Sd}){x}
ElementsWithNumberOfOutRelationsOfType(X,cd,nx)=
{EWNORT(x,cd)| |EWNORT(x,cd)|=nx+1}

% PathsContainingElements(X1,Xn,Xc)"$$(E) is provided with three sets of elements
X1,Xn, and Xc. It returns a set of sets containing elements that represent all paths from
elements of X1 to elements of Xn, which each contain at least one element of Xc. The
direction of relations and path elements are handled analogously to Paths. Each path
found is represented by an inner set:
PCE(x1,xn,Xc)={Set((x1,x2,…,xn))|x2,…,xn-1!E(0xc!{x2,…,xn-1}(
((xi,xi+1)!Su'(xi,xi+1)!Tu)11+i,n}
PathsContainingElements(X1,Xn,Xc)=$ PCE(x1,xn,Xc#x1!X1,xn!Xn

% DirectedPathsContainingElements(X1,Xn,Xc)"$$(E),
PathsNotContainingElements(X1,Xn,Xc)"$$(E), and
DirectedPathsNotContainingElements(X1,Xn,Xc)"$$(E) are defined analogously:
o DPCE(x1,xn,Xc)={Set((x1,x2,…,xn))|x2,…,xn-1!E(0xc!{x2,…,xn-1}(

(((x2i-1,x2i)!Sd((x2i+1,x2i)!Td11+i+ &n/2-)
'((x2i,x2i-1)!Td((x2i,x2i+1)!Sd11+i+ &n/2-)
'((x2i-1,x2i)!Sd((x2i+1,x2i)!Td((xn-1,xn)!Sd11+i+ &n/2--1)
'((x2i,x2i-1)!Td((x2i,x2i+1)!Sd((xn,xn-1)!Td11+i+ &n/2--1))11+i,n}
DirectedPathsContainingElements(X1,Xn,Xc)=$ DPCE(x1,xn,Xc)x1!X1,xn!Xn

o PNCE(x1,xn,Xc)={Set((x1,x2,…,xn))|x2,…,xn-

1!E\Xc(((xi,xi+1)!Su'(xi,xi+1)!Tu)11+i,n}
PathsNotContainingElements(X1,Xn,Xc)=$ PNCE(x1,xn,Xc)x1!X1,xn!Xn

o DPNCE(x1,xn,Xc)={Set((x1,x2,…,xn))|x2,…,xn-1!E\Xc
((((x2i-1,x2i)!Sd((x2i+1,x2i)!Td11+i+ &n/2-)
'((x2i,x2i-1)!Td((x2i,x2i+1)!Sd11+i+ &n/2-)
'((x2i-1,x2i)!Sd((x2i+1,x2i)!Td((xn-1,xn)!Sd11+i+ &n/2--1)
'((x2i,x2i-1)!Td((x2i,x2i+1)!Sd((xn,xn-1)!Td11+i+ &n/2--1))11+i,n}
DirectedPathsNotContainingElements(X1,Xn,Xc)=$ DPNCE(x1,xn,Xc)x1!X1,xn!Xn

% LoopsContainingElements(X,Xc)"$$(E),
DirectedLoopsContainingElements(X,Xc)"$$(E),
LoopsNotContainingElements(X,Xc)"$$(E), and
DirectedLoopsNotContainingElements(X,Xc)"$$(E) are defined analogously:
o LoopsContainingElements(X,Xc)=$ PCE(x,x,Xc#x!X
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o DirectedLoopsContainingElements(X,Xc)=$ DPCE(x,x,Xc#x!X

o LoopsNotContainingElements(X,Xc)=$ PNCE(x,x,Xc#x!X

o DirectedLoopsNotContainingElements(X,Xc)=$ DPNCE(x,x,Xc#x!X

3.4 Definition of Set Operators for Sets of Sets

By nesting the functions introduced above, it is possible to build up structural model
patterns successively. The results of each function can be reused adopting them as an
input for other functions. In order to combine different results, the basic set operators
union ()), intersection (*), and complement (\) can be used generally. Since it should be
possible to combine not only sets of pattern matches (i.e., sets of sets) but also the pat-
tern matches themselves, this is the inner sets, we define additional set operators. These
operate on the inner sets of two sets of sets respectively (cf. Table 1).

Basic Sets Operator Definition Operator Symbol

F,G"$$(E), f!F, g!G Join(F,G)={f)g|0e!E:e!f(e!g} F G
F,G"$$(E), f!F, g!G InnerIntersection(F,G)={f*g} F G
F,G"$$(E), f!F, g!G InnerComplement(F,G)={f\g|0e!E:e!f(e!g} F G
F"$$(E), f!F SelfUnion(F)=$ ff!F F
F"$$(E), f!F SelfIntersection(F)=% ff!F F

Table 1. Set Operators for Sets of Sets

The Join operator performs a Union operation on each inner set of the first set with each
inner set of the second set. Since we regard patterns as cohesive, only inner sets that
have at least one element in common are considered. The InnerIntersection operator
intersects each inner set of the first set with each inner set of the second set. The Inner-
Complement operator applies a complement operation to each inner set of the first outer
set combined with each inner set of the second outer set. Only inner sets that have at
least one element in common are considered.

As most of the functions introduced in Section 3.3 expect simple sets of elements as
inputs, we introduce further operators that turn sets of sets into simple sets. The Self-
Union operator merges all inner sets of one set of sets into a single set performing a
union operation on all inner sets. The SelfIntersection operator performs an intersection
operation on all inner sets of a set of sets successively. The result is a set containing
elements that each occur in all inner sets of the original outer set.

4 Application of Structural Model Patterns

To illustrate the usage of the set functions, we apply our approach to an EPC application
scenario. In the scenario, the approach is applied to complex syntax verification in EPCs.
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Therefore, we regard a simplified modelling language of EPCs. Models of this language
consist of the object types function, event, AND connector, OR connector, and XOR
connector (i.e., B={function, event, AND, OR, XOR}). Furthermore, EPCs consist of
different relationship types that lead from any object type to any other object type, ex-
cept from function to function and from event to event. All these relationship types are
directed, (i.e., c.directed=TRUE 1 c!C).

A common error in EPCs is that decisions (i.e., XOR or OR splits) are modelled succes-
sively to an event. Since events are passive element types of an EPC, they are not able to
make a decision [Sc00]. Hence, any directed path in an EPC that reaches from an event
to a function and contains no further events or functions but an XOR or OR split is a
syntax error. In order to reveal such errors, we specify the following exemplary struc-
tural model pattern:

DirectedPathsNotContainingElements (
ElementsOfType (O, 'Event'),
ElementsOfType (O, 'Function'),
(ElementsOfType (O, 'Event') UNION ElementsOfType (O, 'Function') ) )

1

INTERSECTION
DirectedPathsContainingElements (
ElementsOfType (O, 'Event'),
ElementsOfType (O, 'Function'),

2

( ( ElementsOfType (O, 'OR') UNION ElementsOfType(O, 'XOR') ) 3
COMPLEMENT
( O INNER_INTERSECTION ( ElementsWithNumberOfOutRelations (
( ElementsOfType (O, 'XOR') UNION ElementsOfType (O, 'OR') ), 1)
UNION ElementsWithNumberOfOutRelations (
( ElementsOfType (O, 'XOR') UNION ElementsOfType (O, 'OR') ), 0) ) ) ) )

4

The first expression (cf. 1st block) determines all paths that start with an event and end
with a function and do not contain any further functions or events. The result is inter-
sected with all paths starting with an event and ending with a function (cf. 2nd block) that
contain OR and/or XOR connectors (cf. 3rd block), but only those that are connected to 2
or more outgoing relationships. Thus, these XORs and ORs are subtracted by XORs and
ORs that are only connected to one or less relationship(s) (cf. 4th block). Summarizing,
all paths are returned that lead from an event to a function not containing any further
events and functions, and that contain splitting XOR and/or OR connectors (cf. Section 5
for implementation issues and exemplary results). This way, any syntax error pattern can
be specified and applied to any model base.

5 Tool Support

In order to show the feasibility of the approach, we have implemented a plug-in for a
meta modelling tool that was available from a former research project. The tool consists
of a meta modelling environment that is based on the generic specification approach for
modelling languages shown in Fig. 2.
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The plug-in provides a specification environment for structural model patterns, which is
integrated into the meta modelling environment of the tool, since the patterns are de-
pendent on the respective modelling language. All basic sets, functions, and set operators
introduced in Section 3 are provided and can be used to build up structural model pat-
terns successively. In order to gain a better overview over the patterns, they are dis-
played and edited in a tree structure. The tree-structure is built up through drag-and-drop
of the basic sets, functions and set operators. Whenever special characteristics of an
according modelling language (function, event etc.) or variables such as numeric values
or names are used for the specification, this is expressed by using a “variable” element.
The variable element, in turn, is instantiated by selecting a language-specific characteris-
tic from a menu or by entering a particular value (such as “2”).

Navigation Modeling Language Editor Perspective Editor Administration Shape Management Plug-in Manager

Edit

Save

Close Model

Select Connect Zoom in Zoom out

Width Page

Show shapes Print

Connection points

Grid

Page setup

Pattern:

Model selection:

Matches:

New search Model Selection

Pattern selection

[em] Structural Pattern Matching

Search Cancel

Connection

Model Modeling View Modeling Environment Pattern Matching

Language: EPC

Language: EPC

Language: EPC

Language: EPC

Search

Fig. 3. Result of the Pattern Matching Process of “Decision split after event...”

The patterns specified can be applied to any model that is available within the model
base and that was developed with the according modelling language. Fig. 3 shows an
exemplary model that was developed with the modelling language of EPCs and that
contains a syntax error consisting of a decision split following an event. The structural
model pattern matching process is started by selecting the appropriate pattern to search
for. Every match found is displayed by marking the according model section. The user
can switch between different matches. In our example, two matches are found, as the
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decision split following the event leads to two different paths (the second match is
shown in the lower right corner of Fig. 3).

6 Conclusion and Outlook

Supporting model analysis by a generic pattern matching approach is promising, as it is
not restricted to a particular problem area or modelling language. A first rudimentary
evaluation through implementation and exemplary application of the approach has
shown its general feasibility. Nevertheless, there still remains need for further research.

In the short term, we will focus on completing the evaluation of the presented approach.
Although our current prototypical implementation already shows its general feasibility,
further evaluation of our approach is necessary. We will conduct a series of with-without
experiments in real-world scenarios. They will show if the presented function set is
complete, if the ease of use is satisfactory for users not involved in the development of
the approach, and if the application of the approach actually leads to an improved model
analysis support. Although we strongly believe that our tool-implemented approach will
inevitably support modellers in the task of model analysis and integration, this needs to
be objectively proven.

Medium-term research will address further applications for the structural model pattern
matching approach presented here. For instance, we will question if modelling conven-
tions on the basis of structural model patterns that are provided prior to modelling are
able to increase the comparability of conceptual models.
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Abstract: Despite a broad agreement on the benefits of model driven approaches
to software engineering, the use of such techniques is still not very widespread.
One of the major reasons is the appearing discouraging difficulty of meta-
modeling. This paper illustrates the relations, dependencies and differences be-
tween a traditional abstract object-oriented domain model and a meta-model for
the same domain. It presents a new approach to model driven engineering of enter-
prise application software that integrates domain modeling and meta-modeling in
order to take full advantage of both traditional and generative software develop-
ment methods.

1 Introduction

Since quite a while, model-driven approaches to software engineering such as Model
Driven Engineering (MDE), Model Driven Software Development (MDSD) or Model
Driven Architecture (MDA) have been advertised to be the solution to the ever-
increasing complexity in software development. These techniques offer an easy way to
domain-specific abstraction and to a high degree of automation in the coding process.
Abstraction and automation lead to higher productivity, easier extensibility and better
quality of the software.

Although there are success stories about MDA, MDSD and MDE, the adoption of such
techniques in industry is not yet very widespread. [AK03], [Kü06] and [He06] see the
reasons in a still incomplete and not yet fully understood theoretical foundation of MDE.
Other researchers such as [PD08], [Sel08], [RR08], and [MFM08] investigated this issue
from a more practical point of view and identified mainly two kinds of reasons. On the
one hand we find so called technical reasons like bad tool support, missing tool docu-
mentation, insufficient interoperability between tools, lack of user-friendliness, and
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others. On the other hand, a lot of programmers simply feel comfortable with their
proven methods of software development. They often only see the discomfort, the diffi-
culty, the threats and dangers but not the benefits in new technology. This shortcoming
of awareness, education, and training is often referred to as cultural problems.

Although not all of the tool requirements from [Ke02] are fully achieved, there are tool
chains such as EMF, GMF and oaw [Ecl09] that provide most of the needed functions
for MDE at least for smaller-scale projects. In fact, [TG08] finds in a survey among
several SMEs that the importance of tool support is “surprisingly low” when it comes to
suggest improvements to current practices, whereas “methodology”, “increased aware-
ness” and “training” are all mentioned significantly more often.

We are convinced, that the most important obstacle to the adoption of MDE is the ap-
pearing discouraging difficulty of meta-modeling, that is due to the lack of methods
about how to address the specification of a meta-model or domain specific language
(DSL) at the center of each model-driven approach.

In fact, there are papers that present special meta-models or domain specific languages
[KK03], (references in [DKV00]). Besides, [LKT04], [MHS05], and [DKV00] identify
several high level possibilities to define a meta-model or a DSL. Unfortunately, it re-
mains unclear how to effectively bridge the gap between the domain analysis and the
explicit definition of the meta-model or DSL.

[RJ96] proposes domain specific languages on top of a framework in order to make this
framework more comfortable to use. [AC06] analyses the possibilities to design Frame-
work Specific Modeling Languages (FSML) with roundtrip engineering. [Sa07] intro-
duces annotations to the implementation of a framework that may be used to generate a
DSL for this framework. These DSLs remain very close to the technical details of a
given framework. They are defined on top of existing finished frameworks.

Since we would like to take the benefits of model driven engineering during the whole
development process, we present an approach that integrates long-established object-
oriented domain modeling and meta-modeling. First we define a traditional abstract
object-oriented domain model. The idea is to generate the concrete subclasses with their
supporting code from a so-called domain specific model. In order to formally describe
such a model, we need to define a meta-model. A first version of this meta-model can be
derived from the abstract domain model. After that, we may choose for each more ad-
vanced feature of the system whether to include it in the object-oriented domain model
or in the meta-model. As experienced object-oriented software developers should feel
comfortable building domain models following for instance the principles of Domain
Driven Design (DDD)[Ev04], meta-modeling, the first, most important, most difficult
and most discouraging step in model driven software development, should become easier
for them just by following the concrete guidance from our method.

To present and illustrate our method, we will use the development of a Manufacturing
Execution System (MES) as an example. First of all we introduce the “ubiquitous lan-
guage” (from DDD) for MES, its representation as an object-oriented domain model and
the software system architecture (section 2). Based on the architectural description we
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outline a model-driven approach and explain its benefits (section 3). The meta-model at
the center of the approach will be defined based on the object-oriented domain model
(section 4). Both the domain-model and meta-model are an integral part of the proposed
MDE approach and as such, they may be extended separately to take full advantage of
both traditional and generative software development methods (section 5). The proposed
method has been use to develop a concrete manufacturing execution system for a plastics
injection molding company (section 6).

2 Object-Oriented Domain Model

Manufacturing Execution Systems deal with the collection, evaluation, analysis, inter-
pretation and visualization of data from production in order to better control the produc-
tion processes. The central objects of interest in MES are jobs. A job produces a product.
Products have resource requirements used to determine what resources must be assigned
to a job for the production of a given product. Jobs use time on resources, have an inter-
nal state and may contain several sets of values, so called variables, to represent data
from quality control and process monitoring for instance. Input events may change the
state and the variables of jobs. The history of a job’s state is stored in a series of slots. Of
course, all these objects may have attributes. Besides these domain specific objects, there
are simple persistent data entities.

For the sake of simplicity, we will not go into detail for all of these aspects. A first ex-
tract from the abstract domain model for MES containing only entities, jobs, variables
and input events is depicted at the top of Figure 1.

+updateState(in signal : string)
+updateVariables(in event : InputEvent)

#state : string
JobVariable

+inputDate : Date
InputEvent

+id : long
Entity

+processInputEvent(in event : InputEvent)

MESCore

1 *

+jobNumber : int
+producedLots : int

ProductionJob
+cycles : int
+activePrints : int
+pieces : int

PiecesCounter

+activePrints : int
PrintsEvent

+cycles : int
CycleEvent11

Figure 1: Class diagram with an extract of the abstract framework classes (upper part) and some
concrete example subclasses for a simple MES (lower part).

This UML model represents the static abstract class structure of an MES implementa-
tion. It contains the data structure and some very basic operations and services. The
processInputEvent() service of the MESCore class coordinates the different operations
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on a job, its state, variables and history involved in the processing of an input event. For
the implementation of a concrete MES, these abstract classes have to be specialized.

As an example, we assume that there is only one kind of job called ProductionJob that
contains exactly one variable PiecesCounter used to count the produced pieces. In order
to calculate the produced pieces, we need to know the number of currently active prints
in a mold (=pieces produced per cycle). Additionally, we need input events to change the
number of active prints (PrintsEvent) and to enter a number of cycles (CycleEvent). The
respective classes are represented at the bottom of Figure 1.

Service Layer / Remote Facade

Domain Model Data
Mapper

Figure 2: Architecture of the MES-Backend with a ‘Domain Model’ and a ‘Data Mapper’ on the
inner layer and a ‘Service Layer’ implemented as a ‘Remote Façade’ on the outer layer.

(Patterns from [Fo03])

As manufacturing execution systems are typically installed between already existing IT-
Systems at the customer’s factory, the attributes of these concrete subclasses should be
defined to be compatible with the data from the existing systems.

ProductionJob createProductionJob(int jobNumber, int producedLots)
ProductionJob getProductionJobByJobNumber(int jobNumber)
Collection<ProductionJob> getProductionJobsByState(String state)
void

createPrintsEventForProductionJobByJobNumber(int jobNumber, int prints)
Collection<PrintsEvent>

getPrintsEventsByProductionJobJobNumber(int jobNumber)
Collection<PrintsEvent>

getPrintsEventsByProductionJobJobNumber(int jobNumber, Interval p)

Figure 3: Some services offered by the JobManager and the InputEventManager in the remote
façade / service layer.

In order to keep the implementation of the interfaces between the MES and the surround-
ing software as simple as possible, we propose a layered architecture with a service layer
/ remote façade that exposes useful functions to remote and local clients as an outer
layer. The services in the remote façade / service layer coordinate the access to domain
objects in persistent storage via a data mapper with the necessary calls to services and
object methods from the domain model (Figure 2). For a detailed explanation of the
patterns remote façade, service layer, data mapper and domain model, we recommend
[Fo03].

The service layer provides a JobManager and an InputEventManager with services for
the creation and retrieval of jobs and input events respectively. Additionally, the creation
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services for input events also process the created events by calling the MES-Core proc-
essInputEvent() service. These managers offer among others the services listed in Figure
3.

This short list of services contains quite a lot of redundancy when compared to the class
diagram in Figure 1. Most of these services follow very strict and simple patterns de-
pending on the abstract super-class, the name and attributes of the classes and possible
relations between classes. At every modification we need to keep them consistent with
the data structures. Thus, the implementation and maintenance of these services is a
time-consuming, very repetitive and error-prone task. In fact, most of these services can
completely be generated with a little more information than provided by a standard UML
class diagram.

3 Domain Specific Model

Universal modeling languages like the UML are well suited to describe a given software
solution. Often, the models are simply abstract representations of the code of an applica-
tion, thus usually leaving out functional details or spreading these details over a lot of
different types of models. Domain specific modeling languages are designed to capture
the essence of a domain and the respective models are abstractions of the real world
problem to be solved. From such models, we can generate all the abstract models of a
solution. In addition, it is often possible to generate some functional details or even a
complete application. For illustration, we will now present a possible domain specific
model for our example MES-System.

ProductionJob
jobNumber: Integer
producedLots: Integer

PiecesCounter
cycles: Integer
activePrints: Integer
pieces: Integer

RejectCounter

rejectedPieces: Integer

RejectType
name: String

«classify»«classify»

«custom»-update

«overwrite»

«add»
EnterReject

rejectedpieces: Integer

Prints
activePrints: Integer

Cycle
cycles: Integer

Figure 4: Extract from an MES model. The non-dotted area corresponds to the object model in the
lower part of Figure 1; the dotted area represents the object model in Figure 5.

As seen in the analysis of the services needed in the remote façade, we need a distinction
between the different class hierarchies in Figure 1. Thus, we model the subclasses using
different representations. In Figure 4 subclasses of the InputEvent class are drawn as
green rounded rectangles (left-hand side), direct subclasses of the Entity class are repre-
sented by gray rectangles (bottom), and subclasses of the Job class are modeled as blue
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rectangles (right-hand side) containing a white rectangle for each owned subclass of the
Variable class. The attributes of the classes are modeled just like in UML within the
class representing shapes.

In addition to Figure 1, we added relationships between input events and variables that
indicate if at all and how a given event updates a variable. In our example, the Cycle
event will update the PiecesCounter variable in a custom way to be further specified
manually in the generated code. The Prints event will overwrite the activePrints attribute
of the PiecesCounter variable with the value of its attribute. Within the dotted area of
Figure 4, we added an EnterReject event and a RejectCounter variable that both use
RejectType to classify their attribute rejectedPieces. The corresponding data structures
are given in Figure 5. In fact, the RejectCounter variable will have a hashtable to map
reject types to the corresponding total number of rejected pieces.

Variable
+inputDate : Date

InputEvent
+id : long

Entity

+getRejectedPieces(in type : RejectType) : int

RejectCounter
+rejectedPieces : int
EnterRejectEvent

+rejectedPieces : int
RejectCounterElement

+name : string
RejectType

*1* 11 1
rejectType

Figure 5: Class diagram corresponding to the dotted area in the MES model of Figure 4.

For now, Figure 4 is just a picture and we need to define its formal semantics in order to
make it a model [Kl07]. We have drawn this new model with clear “translational seman-
tics” in mind. In fact, we constructed its elements directly from the subclasses of our
abstract domain model they represent. It should be clear, that the models in Figure 1 and
Figure 5 as well as the services in Figure 3 can be generated from the model in Figure 4.

In this new model, we left out technical details and added domain specific details like the
update relationships between input events and variables. This additional information can
be used to generate the major part of the updateVariables() method of the ProductionJob
class together with the needed supporting methods within the different input events.
Besides, the new model is more readable and has an intuitive meaning that is easily
understandable by domain experts.

4 From Domain Modeling to Meta-Modeling

After the presentation of a possible domain specific model and its advantages, we need
to formally define the corresponding meta-model. Despite the higher effort for tool
building involved with a real new meta-model, we chose this way because of its other
advantages over an UML profile or an UML extension [WS07].
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As a first step in the definition of the meta-model, we basically just take the classes of
our abstract object oriented domain model in the upper part of Figure 1 and put them as
meta-classes in the meta-model in Figure 6. After this first step, we find the meta-classes
JobClass, VariableClass, InputEventClass and EntityClass in our meta-model. Instances
of these meta-classes represent subclasses of the domain classes Job, Variable, InputE-
vent and Entity. For instance, the blue rectangle representing the ProductionJob in Figure
4 is an instance of the meta-class JobClass.

VariableClass

EntityClass

JobClass

+name : string
AbstractEntityClass

*1

MESDescription

1

*

InputEventClass

1

*

1

*

+relationType : RelationType
+bidirectional : bool = false
+optional : bool = false

ToEntityRelation

1 *

*

1

+name : string
+type : PropertyType
+unique : bool
+searchable : bool

PropertyClass
1*

+updateType : UpdateType
+customTypeName : string

VariableUpdateRelation

1
*

1
*

Figure 6: Extract from the MES meta-model.

All these instances should have a name (“ProductionJob”, “RejectCounter”, “PrintsEv-
ent”, “RejectType”, …). It should be possible, to define attributes for these instances
(jobNumber, rejectedPieces, …). To capture these commonalities in a central element,
we introduce the common super-(meta-)class AbstractEntityClass in our meta-model. It
has a string-type attribute name to take the names of the instances. AbstractEntityClasses
may have several PropertyClasses to represent the attributes of their instances. For in-
stance, ProductionJob is an instance of JobClass, that is an AbstractEntityClass with
name=”ProductionJob”. Its attribute jobNumber with type “Integer” is an instance of
PropertyClass with name=“jobNumber” and type=PropertyType::Integer.

The additional attributes unique and searchable of PropertyClass are used to indicate
whether an attribute of a domain object (=instance of PropertyClass) can be used as an
identifier for this domain object and whether it can be used to lookup and retrieve in-
stances of this domain object. They are used to control which accessing services should
be generated. The service getProductionJobByJobNumber() (Figure 3) for instance is
generated because the attribute jobNumber of ProductionJob is marked to be unique and
searchable.

Besides attributes (instances of PropertyClass), we would like to associate simple data
entities to our model elements (instances of JobClass, …) in order to build normalized
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data structures. Each such association in a domain specific model is an instance of the
ToEntityRelation meta-class. The attributes of this meta-class are used to control the
type (classifying or not, cardinalities) and other options of the associations.

Variations of this AbstractEntityClass-pattern will be a part of practically every meta-
model that is used to model traditional data structures. Another returning aspect is the
need for models to have one single point of entry. Therefore all top-level elements in a
model (those that are not owned by other model elements) must be owned by one object
of a special type. In our case this is MESDescription.

The only substantial additions to the meta-model are the composition relationship be-
tween JobClass and VariableClass indicating that jobs may contain variables and the
VariableUpdateRelation meta-class to model which input events update which variables
and how.

5 Integrated Domain Modeling and Meta-Modeling

Our approach contains two separate development processes: the first one is about the
development of applications; the second one is about the development of tools that are
used in application development (Figure 7).

Application Development

Tool Development

Meta-ModelModel-Editor Code-Generator

Domain Specific
Model

Abstract
Domain Model

Concrete
Domain Model

used
to edit

instanceof

data
model for

data
model for

used
to generate

Figure 7: Overview of the integrated domain modeling and meta-modeling approach.

We start the application development traditionally with an abstract object-oriented do-
main model. Instead of manually extending and specializing this abstract domain model
into a concrete one, we build domain specific tools to do this more efficiently. At the
beginning of the tool development, we lift the classes from the abstract domain model
into a meta-model. This meta-model can be seen as a data-model to store and inter-
change domain specific models [Sei03]. It is used as data-model for a model-editor and a
code-generator. The model editor is used to create and edit domain specific models that
are transformed into a concrete domain model by the code generator. Both these tools
could be developed following traditional software development methods. However, there
exist frameworks like GMF and oaw [Ecl09] that facilitate this development signifi-
cantly.

This being said, we have two separate places where we can model the different aspects
of a software system: the abstract domain model and the meta-model. For every aspect
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we may decide to either model it in the abstract domain model with a manual implemen-
tation possibly completed by an extension of the code generator, or to model it in the
meta-model with its implementation becoming an integral part of the code generator.
The most significant difference between domain modeling and meta-modeling in our
approach is changeability. An aspect modeled in the meta-model will usually be trans-
formed into static code. Thus, a change here will have us to deploy a new version of the
software. Modeling the same aspect in the abstract domain model usually allows us to
make changes at runtime. To get there, modeling of behavior at this level will force us to
implement complex interpreters.

+name : string
StateMachine

+name : string
State Transition

+name : string
Signal

1
*

1
*

1
*

+fromState

1 *
+toState

1 *
+condition

1*

JobClass InputEventClass

*

*

+startState 1

*+endState 1

*

Figure 8: Extension of the meta-model to allow the modeling of state machines for jobs.

As an example for an extension of the meta-model, we present the modeling of the state
of a job. A job can have different states at different points in time. Input events may
cause jobs to change their state. The possible states of a job and the transition between
them with the respective conditions form a state machine. In a production system, we
may not change the state machine for a type of job as this will falsify the history of past
jobs. Change can only be accomplished by adding a new type of job with a new state
machine. Hence we model the state machines in the meta-model and generate static code
for them. Figure 8 contains the corresponding meta-model extension and Figure 9 con-
tains the domain specific model with the state machine for ProductionJobs.

ProductionJobState

Setup HaltedProduction Finished

jobFinishedproductionStarted
StartProduction

productionStarted

StopProduction

productionStopped

FinishJob

jobFinished

productionStarted

productionStopped

Figure 9: Model of the different states for ProductionJobs.

On the other hand, the history of a job as a series of slots is modeled in the domain
model (Figure 10). Each Slot stores the state of its job in the period of time before its
startEvent and its endEvent. Besides this data structure for slots, we need a structure to
make some statistics over the usage of time for a given job. The abstract class
BaseTimeDistibution allows to sum up the total time of the slots that are given to it. In
our example we are interested in how long a job spend in its different states. Therefore
we generate the ProductionJobsDistribution for ProductionJobs that contains distribu-
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tions for each one of the possible job states. When adding slots to this Production-
JobsDistribution, the slots are recursively added to the distributions corresponding to the
job’s state stored in the slot. As all information needed to generate these TimeDistribu-
tions is already contained in our model, there is no need to extend the meta-model.

ProductionDistribution

+state : string
Slot

+addSlot(in slot : Slot)
+totalTime : long

BaseTimeDistribution

ProductionJobsDistribution

+inputDate : Date
InputEvent

*

+startEvent

1

*

+endEvent

1

#state : string
Job *

+executedJob

1

WaitingDistributionHaltedDistribution

Figure 10: Extension of the framework-model to build statistics on the time a job spent in different
states.

If we had modeled the VariableUpdateRelation or the state machine in the domain
model, we would have needed to implement interpreters to execute the stored update
relations or state transitions.

6 Experimental Results

We implemented the whole MDE framework for MES, including meta-model, model-
editor and code-generator using Eclipse Modeling Framework (EMF), Graphical Model-
ing Framework (GMF) and openarchitectureware (oaw) [Ecl09]. As target platform we
chose Java 5 with Enterprise Java Beans (EJB) 3.0. The structure of the code generator
follows the principles of the Model Driven Architecture (MDA) [OMG03], i.e. it con-
sists of several modules responsible for different architectural elements (CIM to PIM)
and each module generates the needed Java code (PIM to PSM to code).

For the implementation of the GUI we used QT-Jambi and for the generation of reports
we used Crystal Reports. Both tools fit well in our model driven approach with their
good WYSIWYG designers.

The generated system has been tested in a real world environment using the JBoss appli-
cation server at an injection molding company. During the testing phase, several bugs
have been identified that could easily be fixed in the framework and code-generator.
Some feature requests arose that could be implemented quickly by small additions to the
meta-model and code-generator. The most difficult parts have been the GUI-
enhancements to make the new features visible and editable.

The implementation of the backend of our Manufacturing Execution System (Figure 2)
contains 1541 lines of code in 45 classes, the complete MES meta-model contains 22
meta-classes with 151 model elements (=classes, attributes, and associations) and the
code-generator templates contain 4356 lines of code. The complete model of the manu-
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facturing execution system for the injection molding company is depicted in Figure 11. It
contains 175 model elements. From these we generate 90 classes with a total of 7525
lines of code that are recreated every time the generator is run. Another 37 subclasses
with 594 lines of code are created once at the first generator run. These may be manually
modified to implement some custom functions. In our system, we added a total of 128
lines of code to 21 of these classes. This gives us a fix cost of 151 model elements plus
5897 lines of code and a variable cost of 175 model elements plus 128 lines of code for
this one system.

Figure 11: Complete Model of the implemented MES-System.

The overall system architecture would not be different if we had not chosen to use code
generation. Thus, we need to compare the effort to write the 8119 generated lines of
code with the effort to write the 4356 lines of code in the code generator and the 326
model elements. Around half the lines of code in the code generator are final code tem-
plates. This means, that each code template is reproduced around four times in average.
In consequence, only around a quarter of the generated code has to be tested to be sure
that “all” code works correctly whereas the manual code has to be tested completely.
Additionally a change in one implementation pattern due to an error affects around four
code blocks that need to be changed independently but consistently in the manual code.
The renaming of a model element in compliance with all naming conventions might
propagate to even more different places. Even if manually writing these lines seems
attractive, testing them appropriately and keeping them consistent over time will be very
hard.

Besides the slight numerical gain in productivity in the development of this first system,
the MDE approach will speed up the development of further systems due to the small
variable cost per system. Additionally there is a huge increase in maintainability due to
the automatically assured consistence between all code parts involved in the handling of
the same objects. The possibility to systematically add new functionality either in the
manually implemented framework (domain modeling) or in the code generator (meta-
modeling) makes the systems easily extensible. Finally, the validation of the code gen-
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erator templates by testing a “minimal” system guarantees the quality of a complete
system.

7 Conclusion

We presented an approach to model driven engineering, where the central meta-model is
defined starting from a traditional abstract object-oriented domain model. Using the
differences between modeling at the abstract domain level and modeling at the meta-
level, we may integrate both levels and choose for each function of a software system the
optimal way of modeling and implementation.

The models conforming to a meta-model defined following our method can be used to
generate a concrete specialization of the underlying abstract domain model where all
elements have an assured quality and are guaranteed to be consistent with one another.
Thus, our method achieves the most important goals of model driven software develop-
ment such as higher productivity, easier extensibility and better quality.

As meta-modeling is the most difficult and discouraging step in model driven engineer-
ing, the concrete explanations in our method about how to start the definition of a meta-
model, what to put into the meta-model and what to keep in the abstract domain model,
make the access to MDE easier for experienced object-oriented developers.
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Abstract:The art of System Dynamics (SD) modeling lies in discovering and repre-
senting the feedback processes and other elements that determine the dynamics of a
system. However, SD shows a lack of means for discovering and expressing precise,
language-based concepts in domains. Therefore, we choose to use Object-Role Mod-
eling (ORM) to add high quality formal conceptualization to SD modeling and Petri
Nets (PNs) to bridge the gap between static ORM and Dynamic, flow-like aspects of
SD. To achieve the integration of these methods, we take a step by step approach where
we first identify the conceptual link between SD and ORM, then the key concepts used
in these methods, which we later use to derive mappings, transition statements and el-
ements. This helps us to better understand the underlying concepts, the connections
between the model structure, and behavior in a sequential manner.

1 Introduction

Integration of methods is an approach that can be applied to complex software develop-

ment, it aims for combined use of different (generic) methods for highly specific purposes

[Att00]. Paige [Pai97] defines method integration as an involvement in defining relation-

ships between different methods so that they may be productively used together to solve

problems. He further gives more definitions inline with method integration in [Pai99].

In this paper we integrate System Dynamics [For61] with object-role modeling (ORM)

[Hal98] and Petri nets [Mur89] i.e extract different views of the same model, compare and

relate them among themselves and then combine them. Our main interest is to improve

SD modeling by deploying methods and techniques from system development (ORM and

Petri Nets).

To model the dynamics of key variables within a process, we use SD a method that has

been in existence since 1961, developed by Jay Forrester to handle socio-economic prob-

lems with a focus on the structure and behavior of systems composed of interacting feed-

back loops. A review and history is given in [For61]. As a method, it has its focus on the

structure and behavior of systems composed of interacting feedback loops, it also provides
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a high level view of the system emphasizing the interactions between its constituent parts,

as well as the impact of time on its dynamic behavior [HGM01]. The dynamics arise from

the interaction of two types of feedback loops, positive and negative. Positive loops tend to

reinforce or amplify whatever is happening in the system while negative loops counteract

and oppose change. These loops all describe processes that tend to be self limiting, create

balance and equilibrium [PL99].

There have been earlier comparative studies, concerning methods potentially complemen-

tary to SD, for example SD and Discrete-event system [BH00], [BF04]; and SD and Petri

nets [Dug06]. In these comparisons the main differences between SD and these methods

have been highlighted but they do not state the static conceptualization of system/process

which this research looks at.

For strong verbalization, conceptualization and a fully formal link to predicate logic we

use ORM which is comparable to Entity relationship (ER) diagrams in use [Che76]. It is,

however, a fact-oriented approach for modeling information at a conceptual level [HW03].

It was initially developed in the early 70’s [Hal98] and has a graphical constraint notation

that is claimed to be far more expressive for data modeling purposes than, for example,

Unified Modeling Language (UML) class diagrams or industrial Entity Relationships (ER)

diagrams [HW03]. Halpin and Wagner do state that ‘although ORM supports modeling of

business terms facts, and many static integrity constraints and derivation rules, it cannot

model the reactive behavior of systems which can be described using dynamic integrity

constraints”. Clearly we use SD to capture the reactive behavior of a system. [Sha05]

further states that; “....there is a strong case for starting to apply systems dynamics meth-

ods more openly in the BPM and MIS research fields, as I feel the tools and techniques

available are vastly under-rated in terms of their applicability and capability to provide

novel representations of real-world situations.....”. These complementary statements are

the basis for our overall research direction: integration of SD with Conceptual and Process

Modeling.

PNs which are abstract, formal models of information flow that were originally developed

to model causal relationships between asynchronous components of a computer system

[Dug06] are also used. They have been around for a considerable time and are widely

used for modeling workflow systems. Various scholars e.g. [Pet81]; [Mur89] give detailed

studies and their background 1.

To give an insight of the overall view of the study, we came up with Fig.1 where we

sketch how we are to integrate the three methods (SD, ORM and PNs). In this illustration,

two types of mappings are shown: mappings between viewpoints are what we refer to as

inter-viewpoint mappings, and the mappings between specific viewpoints and integrated

meta model are refereed to as viewpoint meta model mappings. We use ORM, which

is a state and event reporting, fact oriented modeling technique [HW03], as a graphical

representation for conceptual structure. PNs are used to model a discrete flow (in a sense

that they contain sequential quantities) , and SD to model a quantitative flow (items or

quantifications that flow with in the system). With these three models integrated we hope

1Note: all methods used in this paper are in their simplest form, this is because when dealing with complex

or different methods the modeler needs to understand the underlying concepts, connections and behavior in their

simplest form before moving into details. As [Ric96] states “understanding connections between model structure

and behavior comes from a sequential modeling process that is from simpler formulations to complex structures”
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Figure 1: Abstract View of the Integration

to produce better understood models all-round, though we emphasize the use of ORM and

PNs in the service of SD modeling.

The structure of this paper is as follows. In section 2 we explain the basic concepts of the

three methods, then explore the conceptual links between SD and ORM; and finally SD,

ORM, and PNs. We also present a step by step schema based approach for transforming an

ORM domain model into an SD and PN model. In section 2.3 we use the same example

to come up with a causal Loop Diagram (CLD) and Stock and Flow Diagram (SFD).

In section 3 we identify the commonly used variables in the three methods, state their

importance, and how they are used in the methods. We present this in two tables. In the

first table we map two of the methods indicating their transitions. In the second table we

add a third method (PNs), against each concept we put a transition statement to explain the

similarities among these concepts. Thus this paper presents an exercise in usefully linking

three existing and rather different methods in enterprize modeling.

2 Conceptual Link between SD and ORM

Before we conceptually link these methods, Lets start by explaining the basic underlying

concepts of the three methods, on which we base our studies or assumptions.

The key variables we use in this paper are; System Dynamics under (A), Object Role

modeling under (B), and PNs under (C) depicted in Fig.2. In SD we use Stocks (Stock A

and Stock B), Information links, Exogenous variables, and Flow rates (Inflow into stock

A and Outflow from Stock A into stock B). Stocks can be considered reservoirs containing

quantities describing the state of the system. Flows (inflow to and outflow from the various

levels) can be imagined as pipelines with a valve that controls the rate of accumulation to

and from the stocks. The Exogenous variables contain information in the form of equations
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Figure 2: SD,ORM and Petri Nets Concepts

or values that can be applied to stocks, flows, and other Exogenous variables in the model

[LU07].

Information links and Exogenous variables measure the quantities in levels and, through

various calculations, control the rates. They appear as lines with arrows (Information links

) and as circles (Exogenous variables).

In the conventions for a stock and flow diagram: (a) Information links can feed information

into or out of flows and Exogenous variables but only extract information out of the stock.

(b) Stocks are influenced by flows (in and out) and can influence flows or Exogenous

variables but cannot be influenced by other stocks and Exogenous variables. (c) The flows

can be influenced by stocks and Exogenous variables but cannot influence Exogenous

variables or other flows, and Exogenous variables can influence flows or other Exogenous

variables.

In ORM we use object types to denote entities (at type level) and fact types as predicate-

like relationships between object types (X’). Object types are a collections of objects with

similar properties, in the set-theoretical sense. Fact types (R’, U’) represent associations

between object types, consisting of a number of roles denoting the way object types par-

ticipate in that fact type. We can have, for example, unary fact types (U’) and binary fact

types (R’).

For PNs, Places are denoted as (Y’) which are inactive concepts analogous to in-boxes

in an office workflow system. They are depicted as circles, each PN has one start place

and one end place, but a number of intermediate places. Transitions (T) are active and

represent tasks to be performed. They are depicted as rectangles in Fig.2. Arcs (C’) are

shown as connecting lines. An inward arc goes from a Place to a Transition and an outward
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arc goes from a Transition to a Place. Tokens exist within Places and represent the current

state of a process.

2.1 Using ORM as a Foundation for SD Models and Modeling Processes

The first step in our approach consists of three sub-steps in which an ORM diagram is

augmented and replaced by process concepts that lean towards SD-like conceptualization.

The second step consists of two sub-steps that concern the construction of actual CLD and

SFD. We use as a working example the procedures a paper might go through en route from

writing to publication (Note that this example does not illustrate the full power of SD). The

procedures are stated as:

1. A person (author) writes an intent of submission. This can be in the form of an

abstract.

2. Then the content (text of the paper) is submitted, whereby the paper becomes a

submitted paper.

3. Each submitted paper receives a classification.

4. Each submitted paper is reviewed.

5. Some submitted papers are accepted and some are rejected.

6. For each accepted paper new content is submitted, which makes the paper a pub-

lished paper that is added to the publications.

These statements can be represented in an ORM diagram as indicated in Fig.3:

Step 1.(a) We start with Fig.3 which is an ORM diagram of events (reported as elemen-

C1 C2

C3C5
C4

writes

C6

Figure 3: Paper flow concepts in ORM

tary facts) that may be observed in a domain (in this case, the reviewing domain). This

approach is inline with the PSM2 [vBFvdW97] approach. The symbol and Constraint

used in fig.3 can be Verbalized as follows:

45



C1 (Exclusive): each paper plays exactly one of the roles is rejected or is accepted.

C2: each paper published is an accepted paper.

C3 (mandatory): each paper is submitted by at least one academic.

C4 (mandatory): each paper is written by at least one academic.

C5: each Academic who submits a paper also writes that paper.

C6 (Exclusive): each academic plays exactly one of the roles reviews or writes.

2.2 ORM integrated with SD and petri Nets

Step 1.(b) We add temporal dependencies between the roles associated to the paper. This

leads to the flow depicted in Fig.4. The left hand side depicts the full diagram based on

the facts types (event types) in the original ORM diagram. The diamond shape is the BPM

[Whi04] symbol for an XOR split. Our focus is on the flow statics of submissions, reviews,

acceptance, rejection and publication. This is a section of the roles connected to the object

types in Fig.3. This leads to the abstracted view depicted on the right hand side.

Figure 4: Paper Flow
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Step 1.(c)we now make explicit the relations between, in particular, the ORM model and

stock-flow model.

SubmittedPapers in
Transition

RejectedPapers in
TransitionAcceptedPapers in

Transition

Publications in
Transition

Figure 5: An integration of ORM, SD and Petri nets

In Fig.5 the left hand side shows Fig.4 (right) with some extra information and the right

hand side is the Petri Net model. The extra information pertains to the flow-based interpre-

tation. We now see stores of papers that are ready to flow from one state to another. Each

time a paper ”flows”, this is an event (the original events as related to ORM the diagram,

Fig.3). So:

• A paper is reviewed

• A paper is decided upon

Associated to the event-types, we can now also add a rate. Leading to:

• Review rate

• Acceptance rate

The model in the center depicts the SD diagram. This is the prelude to the complete SD

Stock and Flow diagram as depicted in Fig.8. Note that the SD model contains five stocks,

which are caused by our chosen focus on submissions, reviews, acceptance, rejection and

publication explained under Step.1(b).

The PN model on the right (Fig.5) shows that every time a token (paper) if fired (submitted

papers) another token is replaced. It goes through a transition (submitted papers in transi-

tion) to get to the next place (Reviewed papers) [This holds for all places and transitions
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in this example]. Here we start to see that the transitions (PN) and Flows (SD) carryout

similar jobs of transferring token (PN)/Quantities (SD) from one place (PN)/Stock (SD) to

another place (PN)/Stock (SD). More of these findings are given in Tables 1 and 2.

2.3 Causal Loop Diagram, and Stock and Flow Diagram

Step 2.(a) We now embark on identifying the key variables for the SD model. In SD,

two diagrams are most commonly used: causal loop diagrams (CLD) and stock-flow dia-

grams. A CLD (in our case, created using Vensim simulation software) helps us show the

main feedback loops (feedback is defined as the transmission and return of information

[RP81])in a process. Below is a clear description of a CLD or feedback loop.

written papers

Submitted papers

Classified papers

Review ed papers
Accepted papers

Published papers

Rejected papers

+

+

+

+

-

+

+

+

B

B

The sign for the loop
tells whether it is a
balancing (B) or
reinforcing (R) feedback
loop.

The sign for a link
tells whether the
variables at the two
ends move in the
same (+) direction or
opposite (‐) direction.

Figure 6: A causal Loop Diagram for paper flow

Figure. 6 is an annotated causal loop diagram for a simple process a paper might go

through from writing to publication. This diagram includes elements and arrows (which

are called causal links) but also includes signs (either + or -) on each link. These signs

have the following meanings:

1. A causal link from one element A to another element B is positive (that is, +) if

either (a) A adds to B or (b) a change in A produces a change in B in the same

direction.

2. A causal link from one element A to another element B is negative (that is, -) if

either (a) A subtracts from B or (b) a change in A produces a change in B in the

opposite direction.

Starting from the element “Submitted papers” at the top of the diagram. If the Submitted

papers increase then the “Classified Papers” also increase. Therefore, the sign on the

link from “Submitted papers” to “Classified Papers” is positive. Next, if the “Classified

Papers” increase, then the “Reviewed papers” increase. Therefore, the sign on the link
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between these two elements is positive. Similarly, if the “Reviewed papers” increase, then

the “Accepted Papers” increase. Hence, the sign on the link between these two elements

is also positive. The Increase in “ Accepted Papers ” causes an increase in “Published

papers”. The next element along the chain of causal influences is the “Delay,” this is

because when there is an increase in “Published Papers”, there is a lag (delay) before the

actual increase in “submitted papers” is noticed (evident) leading to a balanced loop (B).

On the other hand if the “Reviewed papers” increase, then the “Rejected Papers” increase.

Therefore, the sign on the link between these two elements is also positive. The Increase

in “ Rejected Papers ” causes a decrease in “Published papers”. Therefore, the sign on the

link from “Rejected Papers” to “Published Papers” is negative.

In addition to the signs on each link, a complete loop also is given a sign. The sign for

a particular loop is determined by counting the number of minus (-) signs on all the links

that make up the loop. Specifically,

1. A feedback loop is called positive (B), indicated by a + sign in parentheses, if it

contains an even number of negative causal links.

2. A feedback loop is called negative (R), indicated by a -sign in parentheses, if it

contains an odd number of negative causal links.

Thus, the sign of a loop is the algebraic product of the signs of its links. Often a small

looping arrow is drawn around the feedback loop sign to more clearly indicate that the sign

refers to the loop.

Step2.(b) As with a causal loop diagram, the SFD shows relationships among variables

which have the potential to change over time. The SFDs have four different concepts

[Stocks, Flow-Rates, Information links (Connectors) and Exogenous variables (Convert-

ers)].

The SFD is constructed here using the Powersim application. This is a simulation tool

based on the SD methodology. The SFD was used to show flow dependencies and how

quantities are distributed within the system. Stocks hold quantities that are subject to

accumulation through inflows, or to reduction through outflows. We have the stocks as

submitted papers, papers to be decided upon, rejected papers, accepted papers, and pub-

lished papers. These stocks have inflows and outflows that are regulated by means of

valves. The valves determine the rate at which an inflow or outflow of material applies to

the stock (box). In this model there are different factors that affect the flows, and these are

either positive or negative. These effects can be indicated as constants linked to the flows

or stocks with a Information links. During the development of the stock and flow model

a number of experimental simulations are normally run to show the different behaviors

of the system studied. In our case, such simulations were also carried out, on selected

simulation parameters. While doing so, the model can be paused, and each of the stocks

continues to hold its quantity for observation. If the value of a particular stock is not im-

portant to the problem at hand, then it is shown as a cloud, to indicate that it is outside the

boundary of the model. This procedure is also known as sensitive analysis [MR08]. From

Fig.7 each rate is clearly defined as follows;

Let X and Y be the input and output of some flow X ⇒ Y :
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Figure 7: A stock and flow diagram for the paper Procedure

Then the rate for this flow at time t is defined as

Rate(X ⇒ Y )
TotalPopt(Y )

TotalPopt(X)

Where Totalpop t(X) is the set of all instances ever of stock.

For cases where we have more outflow rates from the same stock and more inflow rates

from different stocks we would have for each stock X:

TotalPopt(X)Popt(X)∪
⋃

Y :X⇒Y

AddedFlowt(X, Y )

AddedFlowt(X,Y )TotalPopt(Y )−
⋃

X′:X′⇒Y ∧X′ '=X

TotalPopt(X
′)

TotalPopt(X) Popt(X)∪

⋃
Y :X⇒Y


TotalPopt(Y )−

⋃
X′:X′⇒Y ∧X′ '=X

TotalPopt(X
′)




Note that in general this will lead to a recursive system of equation. As all instances have

assigned unique locations at each moment, this recursive system of equations will have a

unique location.
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3 Mappings between Methods

In this we use the key variables identified in figure.2 section.2 to make explicit the relation-

ships among these methods. This helps us in mapping the different concepts used in the

methods. Apart from identifying the connections or justifiable similarities among these

methods, we note their transitional statements and elements. The relationships among

these methods are derived from the way concepts interact amongst themselves, or the

roles they play in the process of modeling systems. Table.1 is used as starting point for the

integration or combination of these techniques. We note one aspect of the methods being

integrated that’s SD modeling as explained earlier has dynamic properties while ORM has

static properties. Static properties refer to the possible states of the system under study

while dynamic properties refer to the possible transitions between the states [HEG93].

This raises an interesting question: how can we integrate a static method with a dynamic

method? Our static method is ORM2, which describes the objects that make up the states

of the system as well as the integrity constraints on the states. The dynamic side of things

is represented by SD [For61] and Petri nets [Pet81]. In Petri Nets, terms like Place, Tran-

sition (Link), Token and Arc are used, while in SD; Stock, Flow, information links, and

exogenous variables are used. These are two completely different worlds but they both

model dynamic systems.

Table 1: SD, ORM plus their transitional statements

System Dynamics ORM Transitional Statement

Stock Unary fact types They all contain “things” or act

as containers.

Quantity Objects These can be looked at as the

contents within the system.

Flows (Inflow and Outflow) Object types They all connect different

stocks (SD) and Fact types

(ORM).

Information links (connectors) Fact types They are both active and

have movements involved that

cause a change to the recipient

or destination.

When mapping the different concepts used, we found connections among these concepts.

Stocks in SD are similar (though not identical) to unary fact types in ORM because they

both contain “things”(quantities for SD and Objects for ORM). Quantity in SD are simi-

lar to counting Objects in ORM. This is because we look at them as quantities that flow

within the system or process. We use the term “quantity” in SD to represent the items or

quantifications that flow with in the system. Next we link flows (inflows and out flows)

in SD to Object types. This is because they connect different stocks (SD) and Unary fact

2Yet also Petri Nets which has been developed and used mainly in modeling dynamic systems and pro-

cesses; they are also suitable for modeling static properties although the diagrams produced are big and complex

[HEG93].
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types (ORM) respectively. Finally Information links are linked to fact types because they

are both active and have activities involved that cause a change to the recipient/destination.

Fig.2 (A) System Dynamics, (B) Object-Role Modeling and (C) Petri nets depict the dis-

cussed variables in this paragraph.

Table 2: SD with ORM and Petri nets
System

Dynamics

ORM Petri nets Transitional

Statement

Elements

Stock Unary fact

types

Places They all contain “things”

(quantity (SD), Objects

(ORM) and Tokens (PNs))

Containers

Quantity Objects Tokens These can be looked at as

the things that flow with in

the system

Contents

Flows (In-

flow and

Outflow)

Object

types

Transitions They all connect and trans-

fer items from one state to

another state (in a sequen-

tial manner): Stocks (SD),

Unary fact types, (ORM)

and Places (PNs)

Homogeneous

connectors

Information

links (con-

nectors)

Fact types Arcs They are all active and in-

volve activities that cause a

change to the recipient or

destination

Heterogeneous

connectors

In Table.2 Stocks in SD are similar (though not identical) to unary fact types in ORM

and Places in PNs because they all act as containers of quantities (SD), Objects (ORM)

and tokens (Petri Nets). We refer to their elements as containers because of their purpose

which is holding items. Quantity in SD are similar to counting Objects in ORM and Tokens

in PNs because they are the “Things/contents” that flow within the system or process

and are held in stocks/places/unary fact types. we refer to their elements as contents.

Flows (inflows and out flows) in SD are linked to Object types in ORM and Transitions

in Petri nets because they all connect different stocks (SD), Unary fact types (ORM) and

Places (Petri Nets), and transfer objects (ORM)/tokens (PN)/ Quantity (SD). We refer to

their element as Homogeneous connectors because they all connect and transfer similar

concepts. Finally we link information links (SD), fact types (ORM) and Arcs (Petri Nets)

because they are all active and have activities involved that cause a change to the recipient.

Although, transfers are made through them, they do not carry similar items thats why we

refer to their elements are as Heterogeneous connectors.

4 Conclusion and Further Research

In this paper we have identified the key features in three modeling methods, and mapped

them to show their relationships, transitions and elements. We have shown the extent to

which the features of ORM static models can be transformed (with added information)
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into Petri Net and SD models. The ORM methodology equips the modeler with strong

conceptualization of the domain which is key in developing any model. By combining SD

concepts with ORM and Petri Nets style modeling, we manage to better capture the static

part of the model, and to link it with the dynamic aspect.

This research is part of larger project aiming at improving SD modeling by deploying

methods and techniques from system development. An expectation is that the models pro-

duced this way are better understood with less errors than is currently the case. This will

have to be empirically confirmed. With higher quality SD models in place, decision mak-

ers and stakeholders should be able to make better decisions concerning their enterprize

and its processes. We will apply the approach presented in context of various case do-

mains. We will further develop and refine the method (its models as well as the stepwise

process): By devoting more attention to formalizing its syntax and semantics, but also

to operationalization of the modeling procedures. In addition, we intend to use the tech-

niques suggested in this paper in collaborative settings (Group Model Building, [RH08]),

which is a sub discipline with in the field of SD. Finally, we intend to explore further links

between SD and process modeling (already initiated by the Petri Net involvement).
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Abstract: Due to mergers and acquisitions as well as uncoordinated projects, applica-
tion landscapes of today’s organizations contain redundant applications (two or more
applications that have similar functionality). To consolidate the application landscape,
comparisons of applications have to be performed. Application landscape metrics are
seen as an appropriate instrument for such comparisons. This contribution describes a
method as well as a template to classify landscape metrics. In presenting a tool pro-
totype, we provide a first glance of how to practically employ application landscape
metrics.

1 Introduction

The everyday business of today’s organizations is supported by numerous business ap-

plications that form an application landscape (denoted as landscape). Landscapes con-

tinuously grow in complexity, due to continuous adaptations in order to fulfill business

requirements. This leads to an increasing number of heterogeneous interwoven applica-

tions [Add09]. Since applications support business processes, they are also affected by

alignment to changing customer markets or new market situations.

In order to improve the quality of landscapes, adequate documentation is essential. Stake-

holders (like chief information officers (CIOs)) being in charge of the landscapes rely on

documentation to manage current and plan future states. Scientific approaches often focus

on modeling and documenting the landscape and the interconnections with hardware in-

frastructure and business elements (cf. [Fra02], [Lan05] and [WS06]). These results are

complemented by commercial tools to support these issues. An overview of major tools

can be found in [MBLS08], [Jam08] and [Pey07]. Since landscapes are part of enterprise

architectures (EA), these tools typically address EA as a whole.

Nevertheless, in disciplines like IT consolidation (cf. [Kel07]), a well documented land-

scape alone is still insufficient to adequately support stakeholders. When two or more

applications with similar functionality have to be compared to each other in order to de-

termine the one that best suits the landscape, additional instruments are necessary. Land-
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scape metrics as well as assessment and evaluation methods for landscapes seem suitable

here. The mentioned techniques generate comparable values for each application under

investigation. Based on the results, stakeholders can decide which application is to be

removed from the landscape. So far, no established metrics-centered methods exist that

allow for flexible as well as multiple usage of application landscape metrics (denoted as

landscape metrics in the following), but several approaches address similar issues (cf.

[Dur06], [Gam07], [GSL07], [Lan08], or [LS08]).

These approaches differ from classical software metrics (cf. [FP98] or [KKC00]), since

the latter are used to evaluate the quality of single software systems within the software

engineering phase and explicitly do not regard the environment in an organizational con-

text. However, this aspect is important for the evaluation of an application within a land-

scape, since the properties of one application can influence characteristics of another (cf.

[Add09]). For instance, the response time of an application can depend on the response

time of another. Besides application-to-application dependencies, the quality classifica-

tion of applications can further depend on other aspects, like strategic decisions or regula-

tions from authorities (i.e. SOX (Sarbanes-Oxley Act) compliance or Basel II compliance

[Kel07]).

To this point, there are neither fixed definitions of metrics for these concerns in general nor

common overviews of landscape metrics. In order to present an overview of the current sit-

uation regarding landscape metrics we have performed a literature analysis. The objective

was to identify landscape metrics as well as key figures that can be used to evaluate and

benchmark applications regarding their landscape context. The identified metrics and key

figures were classified using a method and a classification template which are both pre-

sented in this contribution. The resulting overview of existing landscape metrics provides

a foundation for practitioners to choose adequate metrics to evaluate their landscapes.

When metrics are established in organizations, resulting key figures could effectively

be used for monitoring purposes and benchmarking. Since software map visualizations

[Wit07] are commonly used to provide overviews of landscapes, key figures can be de-

picted in such maps by small icons next to the symbol representing an application to indi-

cate the value of an application’s property, e.g. its quality. Tools providing this functional-

ity exist (cf. planning IT from alfabet); however, those are in general based on proprietary

models and metrics that often can not be customized easily by the user.

Tools that support various metrics and allow for integrating individual metrics have not

come into the market so far. Thus, stakeholders are in general not able to define metrics on

their own and use them for evaluation purposes. In order to motivate the practical usage

of landscape metrics, we present a software prototype, which allows for flexible usage of

metrics and various kinds of representations for the results.

The remainder of this paper is structured as follows: The next section presents a foundation

of key figures and metrics and takes a quick glance at the state-of-the-art of landscape

metrics. An overview of relevant research work is also given. Section 3 presents the

research method, on which the results of this contribution are founded. We describe a

method by which landscape metrics from different sources can be captured and compared

to each other in a unified manner. The results of our literature research are summarized
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in section 4. The usage of landscape metrics with our prototype is shown in section 5

before the last section sums up this contribution and gives an outlook on future research

activities.

2 Metrics and Key Figures

We start this section by defining the central concepts of our contribution. According to

[Küt09] a key figure captures facts quantitatively and in an aggregated manner, which

means they are often used to map a large amount of data to few significant values. A key

figure is the result of measuring a defined property using a concrete metric. A metric is a

measuring specification (often a mathematical formula), that belongs to a property (e.g. the

availability of an application). The metric defines in which way a resulting key figure has

to be determined. Landscape metrics are used to evaluate applications’ properties with

regard to the dependencies within a landscape and thus are not limit to application-specific

properties.

With regard to literature, the field of landscape metrics is rather young. There is only little

literature available focusing on such aspects, but the number has continuously increased

recently. Landscape metrics are intended to support CIOs by means of providing addi-

tional information of the applications’ quality. However, there are only few case studies of

metrics usage so far (mostly from academia like [LS08]).

This is in accordance with the results of a survey conducted by Lankes in 2007 (cf.

[Lan08]). According to the survey, only 37% of the surveyed practitioners indicated that

their organization actually uses metrics; however, 52% predicted a possible usage for the

future. Only 11% of the surveyed practitioners regarded metrics as not applicable.

By means of presenting an overview of existing landscape metrics, we provide a founda-

tion for practitioners to adapt these for their organization where appropriate. Nevertheless,

there are further challenges to face. For instance, Lankes et al. [LS08], state the difficulty

to convince CIOs to use metrics, because the difficulty in gathering the required data and

correctly interpreting the metrics’ results is perceived as an obstacle. The consumption of

valuable time and resources for gathering the required data is seen as the main obstacle.

Thus, the metrics’ usage has to be as efficient and effective as possible, to provide more

benefit to the people in charge.

Tool-support for the evaluation is additionally required to assist the process. Although

there are tools that provide similar functionality, such as EAM (EA management) tools (cf.

[MBLS08] for a survey of major tools), most of them cannot be extended or customized

to meet individual requirements with respect to metrics.

We could not locate any comprehensive overview of metrics to evaluate landscapes. How-

ever single key figures and metrics suitable for evaluation of landscapes are presented and

used ([Add09], [EHH+08], [SLJ+05], [JLNS07], [NJN07], [LS08], [Lan08], [SW05]).

In other publications, further evaluation approaches can be found ([AS08], [Gam07],

[JJSU07], [Wit07]). Some of the more sophisticated and recently released methods from

academia will be described briefly below.
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2.1 Failure Propagation

Five metrics for the calculation of failure propagation in applications and application

landscapes can be found in [Lan08]. Results of the metrics’ evaluation are presented in

[LMP08]. The testability of an application is studied in [LS07].

Lankes [LS08] presents a proposal to preserve quality (e.g. regarding the availability of

applications) in a landscape. To this purpose, the failure propagation within an application

landscape is investigated. This investigation relies on the fact that connected applications

are interdependent. An application relies on data and/or services provided by another

application. This interwoven structure causes (even transitively) connected applications to

operate incorrectly if an application fails or is behaving erroneously.

The presented approach also takes failure propagation within a single application into

account. By using the software architecture, the interfaces of an application that are con-

nected internally can be specified, so that the failure propagation from required interfaces

to provided interfaces of an application can be evaluated. For this purpose, specific data as

well as metrics that can make use of the data are required.

2.2 Business Value Assessment

In [Gam07], a method is introduced by which stakeholders of an enterprise can decide on

alternatives (denoted as System Scenarios) in an upcoming IT investment. The enterprise

is enabled to take a justified decision in favor of the system scenario which is capable of

generating the greatest business value.

The method allows for a comprehensive examination and evaluation of an application

landscape (i.e. the different system scenarios), including different points of view. Sev-

eral assessments of each system scenario are obtained by people in charge, experts, and

intended users.

Uncertain results from evaluations by humans are handled by the presented method. Fur-

thermore, the percentage of fulfillment of functional and non-functional properties of a

given scenario is stated. An additional range reflects the uncertainty and incompleteness

in the experts’ answers.

Such a method can be applied whenever experts’ assessments are required in order to

compensate for missing information.

2.3 Enterprise Architecture Analysis

Simonsson et al. ([SLJ+05]) present an approach to weigh different scenarios against

each other and to decide in favor of the best solution available. According to [SLJ+05] the

approach is cost-effective, easy to understand and scenario-based. On the basis of easily

measurable system properties identified in literature, scenarios are compared to each other.
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The presented approach provides an enterprise’s CIO with comprehensible information to

support the decision making process.

In order to balance investment alternatives, the analysis of the different systems’ qual-

ities is emphasized. Desirable quality attributes are, amongst others, availability, safety,

functional suitability or interoperability. In [JJSU07], a software tool is described that sup-

ports the user in the creation of enterprise architecture models and their analysis regarding

the desired quality attributes. Several quality attributes as well as some metrics that are

relevant to the analysis of a system’s quality are mentioned in [JLNS07] and [NJN07].

3 Approach for classifying metrics and key figures

To achieve a categorization of key figures and metrics we introduce a method which allows

for a comparison of different key figures. To provide a structured overview of key figures

and metrics, for each key figure a table is created, providing an overview of the most

relevant data. The table is similar to the key figure template introduced in [Küt09]. An

example is presented in Table 1.

Key Figure #00 1.0(1)
∣∣ [x,y]

∣∣ AL
Name Name of the key figure.

Description A short description of the key figure.

Use What is assessed by the key figure?

Required Data Which kind of data is required to determine the key figure by a
metric?

Metric The metric used to calculate the key figure’s value.

Table 1: Template for the key figure overview table

This table contains relevant information about a key figure. First of all, the name and a

brief description are given. Whenever both those entries are not sufficient to explain the

key figure’s usage, the additional field “use” can be filled in to provide further information.

Since every key figure is based on concrete data, this information is also part of the table,

in the row labeled “required data”. CIOs or other stakeholders may see with a quick glance

which data has to be acquired to use the key figure.

This is quite an important aspect, since information gathering usually is time-consuming

and thus expensive. Organizations in general do not have all required information at their

disposal. It may either not have been collected at all or may be outdated. Thus, the

objective to use a key figure might be connected with some effort which is made evident

by the key figure overview table.

The last textual information in the table is a (formal) description of the underlying metric

that has to be applied to compute the key figure’s value. Equation 1 presents an exemplary

metric (metric for key figure service availability). The variables in the metrics have to be

explained clearly in the “required data” section (cf. Table 3).

sA(oi) =
∑

j∈I(oi)

A|j|(1 − A)#app−|j| (1)
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Categorizations of key figures are represented by a code located in the upper right corner

of the table. That code contains three sections separated by ’|’: effort, way of comparison

of results, and evaluation context. Theses elements are explained in detail in the following.

Effort

The first element indicates how much effort is required to get the key figure’s value. The

lower the number, the smaller the effort. On the basis of the data required for the compu-

tation of the key figure’s value, experts ought to estimate the necessary effort.

To determine this, the following steps have to be performed: For each entry in the required

data field (cf. Table 1) the data volume has to be identified and assigned to one of the

following categorization classes: small, medium, or large.

Moreover, the complexity of gathering the required data has to be figured out. The com-

plexity can be assigned to either easy, medium, or hard. If the amount of data can be

gathered automatically, the complexity is ranked as easy. There might be tools in the orga-

nization that hold the required data and no further manual processes to collect information

have to be performed. For instance data about the availability of applications could be

required, which is continuously checked by a monitoring tool. The complexity is regarded

as medium whenever manual interventions are needed, for instance when automatically

collected data has to be checked and filtered manually. If the required data is not available

in digital form at all and it has to be collected manually, we define the complexity to be

hard.

There are nine possible combinations of data volume and complexity of data collection

that describe the effort (cf. Table 2). These combinations are named as (effort) classes.

We define five different effort levels from 1 to 5, where 5 represents the greatest effort.

Each effort class is assigned to an effort level. Table 2 visualizes these mappings.

Class Data volume Complexity Mapping

C#1 small easy −→ 1

C#2 small medium −→ 1

C#3 small hard −→ 3

C#4 medium easy −→ 1

C#5 medium medium −→ 2

C#6 medium hard −→ 4

C#7 large easy −→ 2

C#8 large medium −→ 4

C#9 large hard −→ 5

Table 2: Mapping of possible combinations of data volume and complexity on numbers.

The cumulative effort which has to be carried out to get all required data for the key figure

is the result of the arithmetic mean of the classes assigned to each entry in the “required

data” field. This result is rounded to one decimal place.

Although the average effort value might indicate a moderate effort, there could be some

required pieces for which data acquisition effort is particularly high. To express such

peaks, a second key figure can be assigned to the effort level. This key figure represents
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the highest effort level for all sorts of required data and is shown in round brackets, next to

the mean value. Hence an effort of 2.0(5) might imply more difficulties in data acquisition

than an effort of 2.0(3).

Comparison of results

The second code element describes how results for the respective key figure can be com-

pared. If the key figure is a number, the result range can be split into intervals. That is

depicted by the term [x, y]. For each key figure the variety of assessment intervals has to

be predefined, that is the number of intervals as well as their boundaries.

If a key figure’s value is an element of a set of discrete concepts, the respective code

contains the term {x1, . . . , xn}. Similar to the classification into assessment intervals,

the discrete result sets have to be predefined. According to the definition of a key figure

([Küt09]) they have to be measurable on a scale. Thus, only elements within the defined

set are valid and each element of the set is mapped to a number (for additional information

see [Gri09]).

Evaluation context

One of the three symbols AL, L and A appears in the third and last element of the code.

The symbol AL represents key figures that can be used for context-dependent evaluations

of applications. Key figures that describe landscape properties are illustrated by a L. The

third group (depicted by a A) contains the key figures that are targeting application prop-

erties. The key figures of the last two groups (L and A) do not represent indicators that

consider the actual context of applications, that is for instance respective landscape with

all the interdependencies to connected applications (cf. [AS08], [Add09]). However, the

key figures of all three groups will provide valuable information about the landscape to the

CIO.

4 Results

Performing the literature research, we identified 64 key figures in the investigated litera-

ture (cf. [Add09], [EHH+08], [JLNS07], [Lan08], [NJN07], [SLJ+05], [SW05], [Wit07]).

These were classified using the proposed methodology (cf. section 3). Table 3 presents

the key figure serviceAvailability ([Lan08]) as a concrete example that is deemed repre-

sentative of the others.

In addition to the examination of the key figures we also took a closer look at the required

data. Altogether 108 different types of data are needed to calculate the 64 key figures’

values (after removal of duplicates).
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Key Figure #1 2,3(4)
∣∣ [x,y]

∣∣ AL
Name serviceAvailability (sA)

Description The key figure indicates the percentage of cases in which an interface oi is available. A
”case” is a state of an application landscape (cf. [Lan08]).

Use -

Required

Data • The set I(oi), containing the states of an application landscape in which the
respective interface is available. [C#3, C#6]

• The availability A of the interface’s oi application. [C#1]

• The set #app of applications that are part of the application landscape under
investigation. [C#1]

Metric

sA(oi) =
∑

j∈I(oi)

A
|j|

(1 − A)
#app−|j|

.

Table 3: Key Figure #1: serviceAvailability

The data can be roughly divided into two main categories, numeric, i.e. countable and cat-

egoric, i.e. non-countable data. Numeric data is data like the total number of applications

in a landscape. The categoric category summarizes data like the software architecture of an

application. The group of numeric data contains 71 types of data (66%). 37 types of data

(34%) relate to the categoric category. These two main categories were further refined.

Each of them is divided into four sub-categories: Intra-A/AL, Environment-A/AL, Key Fig-

ures and Detached Data (cf. Figure 1). The diagram shows the distribution percentage of

all data over the four sub-categories.

The group Intra-A/AL contains data that represents information about an application (A) or

a landscape (AL), for instance the number of modules per system. This group accounts for

a share of 55% of all data, numeric and categoric. Data that represents information about

the operating environment of an application or an application landscape (e.g. number of

users of an application) is collected in the group Environment-A/AL, which accounts for a

share of 21%. If required data itself is again a key figure, such as the coupling of pair wise

considered applications, it is assigned to the appropriate category, which accounts for a

share of 9%. The remaining 15% of the data focuses on data that can be collected without

taking a specific application or a landscape into account. Therefore it is summarized in

the category Detached Data. Some kinds of arising costs are collected in this group. Alto-

gether there are eight categories. The exact distribution of the data into these categories is

presented and explained in [Gri09].

The effort estimation introduced in section 3 allows for the comparison of different key

figures. If the data types required for calculating a key figure are known, it is easy to

determine the effort by using the presented approach. The calculation of the effort is

based on data types and not on actual data. That is why an instance-independent value is

generated. Together with the suitability of a key figure for the evaluation of applications in

the context of their landscape a simple way of comparing key figures is achieved. Figure 2

depicts the key figure distribution of the two categories effort and suitability for application

landscape assessment.

The effort scale ranges from 1 to 5. For 41% of all key figures, the respective effort is
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Figure 1: Distribution of all data on the different categories and sub-categories.

less than 1.5 (cf. Figure 2, left side). These key figures can be calculated easily and rela-

tively quickly. This is of interest, if a quick overview of the application landscape under

investigation is desired. Nevertheless, the given number may vary from organization to or-

ganization due to the heterogeniety of existing data. The diagram on the right in Figure 2

shows how many key figures are suitable for context-dependent evaluation of application

landscapes (8%) and how many key figures are appropriate for assessing landscape prop-

erties (53%) and application properties (39%) respectively.

key figures suitable for context-dependent evaluations
key figures suitable for landscpae properties
key figures suitable for application properties

x < 1.5 1.5 <= x < 2.5 2.5 <= x < 3.5

3.5 <= x < 4.5 4.5 <= x <= 5.0

41%
5%

22%

16%

17%

39%
8%

53%

Figure 2: Distribution of effort (left) and suitability for application landscape assessment (right).

Due to the limited space of this contribution, we can only take a quick glance at our results

and refer to [Gri09] which contains more detailed explanations as well as categorizations

of all 64 key figures and further diagrams.

For the key figures’ computation, the required data not only has to be collected but also its
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topicality as well as correctness have to be assured. This is achieved through a continuous

maintenance of data. The provision of necessary data is one of the largest challenges. To

meet this challenge and the demand for faster and easier computation of key figures it is

desirable to have this task supported by a software tool.

A central EA management cannot be assumed for all companies and thus not all relevant

data is available quickly. Frequently crucial data is clustered in an employee’s individ-

ual files, or is not available in digital or even written form (expert knowledge). In some

situations it is not (yet) possible to do without the opinion of experts.

In order to draw the right conclusions from an application landscape’s evaluation, an analy-

sis should be done to identify the key figures to be used. Then the recommended key

figures are computed. Despite the previous analysis, a subsequent interpretation of the

results by experts is essential.

5 Usage of Application Landscape Metrics

To this stage no tools are available, which allow for a flexible usage of landscape metrics to

evaluate an application landscape and thus support IT management processes. Therefore,

we implemented a “lightweight” assessment tool which enables the inclusion of various

kinds of metrics as a prototype. The tool relies on the Eclipse Rich Client Platform and

thus allows for the inclusion of plugins to extend the software. To be highly flexible, we

have built

• plugins to represent metrics,

• plugins to represent results of the evaluations, and

• plugins to contain the data model.

The first kind of plugin allows us to add, remove or modify metrics without changing the

software itself. The second kind allows for exchanging the representation of the results,

which are constituted of the applications examined and of the key figures of the selected

metrics for each application. Thus, it is possible to get a tabular representation as well as

a graphical representation of the results.

Figure 3 shows a screenshot of our prototype. While the left area of the screen contains

a list of all applications and a list of all integrated metrics, the right area contains the

elements of a landscape evaluation. In that area, the CIO has the opportunity to select

the metrics to use in the evaluation as well as the applications to be evaluated. The latter

aspect is based on the selection of a certain landscape view. After executing the evaluation

by clicking the respective button, the results are displayed in the bottom area. The kind of

visualization depends on the visualization plugins, which are loaded in the starting phase of

the software. The screen in Figure 3 shows a graphical representation. The representation

depicts all applications as squares containing the application’s name. All selected metrics

are depicted as symbols (in this example crosses, rectangles, and circles) with the resulting

key figure next to the corresponding application.
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Figure 3: Screenshot of our metrics tool-prototype

This visualization is intended to support CIOs at architectural decisions by presenting the

quality of applications regarding the selected metrics. Since metrics are defined as plugins,

these can easily be added or removed, without modification of the tool itself. All included

metrics are listed in the metrics overview window. Beside the metrics’ names, the list

also contains the complexity classifications (cf. section 3), the key figure objectives (cf.

Figure 2), and the classification of the key figure with regard to the taxonomy described

in section 3. All this information must be specified in a proprietary XML-file as part

of the plugins. In future versions of the software this list is intended to also present the

percentage of required data so that the CIO can decide not to use a metric, if the required

data is unavailable.

We prototypically implemented three concrete metrics: availability (cf. [Gri09]), tech-

nology heterogeneity (cf. [Gri09]), and BIO (business information object) criticality (cf.

[Add09]). The first and the last metric require information about the landscape structure,

since the metrics’ definitions use the connections between applications for the computa-

tion; the second one compares the technology of an application with the technology of

the other applications. Detailed explanations are presented in [Gri09]. These metrics are

landscape metrics since they cannot be applied to a single application without taking into

account further artifacts.
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6 Conclusion and Outlook

We have presented a categorization method for key figures resulting from landscape met-

rics. The categorization gives an overview of them and makes them comparable regarding

the effort of collecting the required data. The structure of the key figure presentation al-

lows for estimation of the trade off between data gathering effort and benefit of the key

figures’ values.

This categorization method was applied to the results of a literature research that aimed at

identifying metrics and key figures which can be used to evaluate landscapes and applica-

tions regarding their EA context, for instance their dependencies to other artifacts. 64 key

figures were identified in literature. To apply the metrics in order to get the key figures’

values, data is required. Along with the results, 108 different types of data were identified

and presented in the key figure overview tables (cf. example in Table 3).

To give a brief demonstration of how to use the various metrics and key figures, we have

presented a prototypical tool which uses a modular architecture to provide extensibility

towards metrics, the underlying data model, and the result presentations.

One plan for future activities is to refine and improve the categorization by gathering more

knowledge about the actual amount and the actual complexity of required data. The effort’s

estimation may rely on empirical values instead of experts’ estimations. In order to receive

this information, a survey has to be conducted aiming at organizations that already make

use of landscape metrics.

In the example scenario we have applied three metrics, thus we have received three key

figure values for each application. In order to compare two applications each key figure has

to be compared to the according one of the other application. The more metrics are used

the more complex the comparisons will get. Additionally the metrics may have different

weighting factors that also have to be taken into account. To improve the usage with

respect to this aspect, a method to aggregate key figures to receive a single summarizing

indicator for an application is required.

References

[Add09] Jan Stefan Addicks. Enterprise Architecture Dependent Application Evaluations. In
Proceedings of the 3rd IEEE International Conference on Digital Ecosystems and Tech-
nologies (IEEE Dest 2009): Cyber Engineering and Creating Value by Making Connec-
tions, Istanbul, 2009.

[AS08] Jan Stefan Addicks and Ulrike Steffens. Supporting Landscape Dependent Evaluation of
Enterprise Applications. In Martin Bichler, Thomas Hess, Helmut Krcmar, Ulrike Lech-
ner, Florian Matthes, Arnold Picot, Benjamin Speitkamp, and Petra Wolf, editors, Mul-
tikonferenz Wirtschaftsinformatik, MKWI 2008, Proceedings: [26. - 28. Februar 2008,
TU München in Garching], pages 1815–1825. GITO–Verlag, Berlin, Berlin, 2008.
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Abstract: This paper covers the influence of system- and enterprise architectures on
knowledge management in software development projects. The common impact of
architectures is researched in the context of six case studies of medium and large sized
software- and system development as well as technical and organizational consultancy
companies in the military and non-military domain. Observations are collected in a
wide variety of aspects and evaluated on the basis of the Probst et al. knowledge
management model [PRR06].

1 Introduction

A lot can happen in a several decades long lifespan of a major information system or en-

terprise: minor and major changes of its structure, requirements or technology. How to

make sure that the knowledge about the requirements, the design decisions, algorithms or

processes and the history of changes is sustained such that necessary changes can be made

now and in the future? How to prepare for prospective changes?

Usually in complex projects, at some point the majority of the consultants, system de-

signers and engineers who initially built a system or an enterprise architecture will have

left the project or even the company. Nevertheless, emerging issues need to be checked

and solved as fast as possible. Concerning software systems the arising questions could

be: How severe is the reported software problem? Does its underlying cause lie in the

software, the system design, the requirements, the handling of the system by users or in

the training of the users? Considering enterprise architectures a possible issue could be a

changed market situation to which the company needs to respond by establishing a new

business strategy: Do certain business processes need to be changed? Is the IT infrastruc-
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ture able to cope with intended changes?

These kinds of questions can only be properly answered, if the responsible people have

access to knowledge: knowledge about the actual system or enterprise requirements, de-

sign decisions, algorithms, documentation and training material and this knowledge needs

to be kept alive for decades to be able to respond to those issues. Our research questions

are: In how far are system and enterprise architecture used for knowledge management?

Who uses them? What kind of support do they provide for knowledge management and

how does their usage shape the knowledge management? In how far are they embedded in

knowledge management processes and systems?

In our exploratory approach, we present six short cases for usage of architectures in soft-

ware projects. We collect best practices for system and enterprise architecture usage and

the integration of knowledge management and system architectures. We conclude this ex-

ploratory study with several hypotheses, based on the identified best practices.

This paper is organized as follows. First, we briefly discuss relevant literature (Sect. 2)

and present our method (Sect. 3). Afterwards, we present the six researched cases (Sect.

4), collect the best practices (Sect. 5) and conclude with the presentation of our hypotheses

and a brief discussion (Sect. 6 + 7).

2 Theory

The IEEE-1471 standard describes architecture as fundamental organization of a system

embodied in its components, their relationships to each other, and to the environment, and

the principles guiding its design and evolution [Hil00]. The term architecture is defined

heterogeneously throughout literature. Already in the 1990s authors mourned the prolifer-

ation of the term &architecture% [Krc90]. When talking about architecture in this paper,

we refer to the theory of Armour et al. [AKL99b], depicting architecture as a pyramid:

A software architecture describes the layout of the software modules and the connections

and relationships among them. A hardware architecture can describe how the hardware

components are organized. However, both these definitions can apply to a single computer,

a single information system, or a family of information systems. Thus &architecture% can

have a range of meanings, goals, and abstraction levels, depending on who’s speaking.

An information system architecture typically encompasses an overview of the entire in-

formation system – including the software, hardware, and information architectures (the

structure of the data that systems will use). In this sense, the information system archi-

tecture is a meta-architecture. An enterprise architecture is also a meta-architecture in

that it comprises many information systems and their relationships (technical infrastruc-

ture). However, because it can also contain other views of an enterprise – including work,

function, and information – it is at the highest level in the architecture pyramid. Enter-

prise architecture is also frequently referred to as system of systems [LS06]. Seen in that

way it has to take into account that each system has its own environment of people, sub-
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systems, and data – plus each system must work with other systems to support business

operations [AKL99a].

The Zachman framework [Zac87] may possibly be seen as the first major contribution

which points out the importance of architectural descriptions as a way to handle increas-

ingly complex (software) systems. Zachman has a strong focus on information systems.

However, the proposed framework is nowadays even used as enterprise architecture frame-

work and has inspired many of the currently available frameworks used for enterprise ar-

chitecture. Most of them have incorporated the use of different perspectives/views to a

system, as Zachman suggested. For instance the NATO Architecture Framework (NAF)

defines seven views [Cou07] and The Open Group Architecture Framework (TOGAF)

provides an architecture vision based on four views [Gro09]. The work of Schekker-

man [Sch04a] gives a good overview on a lot of enterprise architecture frameworks and

also shows the multiplicity of available solutions.

Several surveys conducted in the recent years show that especially enterprise architecture

has grown to a strategic instrument of governance and business alignment [Sch05]. An-

other approach to standardize architectural descriptions is the IEEE-1471 standard [Hil00].

Maier et al. state that this standard identifies sound practices to establish a framework and

vocabulary for software architecture concepts [MEH01]. But IEEE-1471 does not only

focus on software-intensive systems but also on more general systems like information

systems or systems of systems [MEH01]. Lankes et al. find that this standard is even

useful for software-cartography of whole landscapes of systems [LMW05]. Referring to

Schönherr architecture management and modeling experience a kind of renaissance in the

field of enterprise application integration (EAI) since enterprise application frameworks

have already been addressing different integration scenarios which bother IT-organizations

today [Sch04b].

We observe that architectures are commonly used and broadly accepted in a variety of

areas but their benefit to knowledge management, so far is hardly discussed up. In our

opinion architectures support knowledge management in organizations, when being prop-

erly communicated and made accessible. In this exploratory research work we do neither

focus nor constrain on a certain kind of knowledge like tacit or explicit [NT95] but try to

gather whatever impact or influence architetures can have on knowledge management. In

their reviewing assessment on knowledge management and knowledge management sys-

tems (KMS) Alavi and Leidner state that according to Davenport and Prusak [DP98] most

knowledge management projects have one of three aims: (1) to make knowledge visible

and show the role of knowledge in an organization, mainly through maps, yellow pages,

and hypertext tools; (2) to develop a knowledge-intensive culture by encouraging and

aggregating behaviors such as knowledge sharing (as opposed to hoarding) and proac-

tively seeking and offering knowledge; (3) to build a knowledge infrastructure – not only

a technical system, but a web of connections among people given space, time, tools, and

encouragement to interact and collaborate [AL01]. We suppose that architectures can es-

pecially support (1) by providing access to architectural descriptions, which can possibly

improve a variety of knowledge management processes.
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3 Method

We follow a case-study approach researching six cases, which is considered a reasonable

number of cases for a multi-case research [Eis89]. We inductively build our theory on

how architectures can be used to support and improve knowledge management. We then

identify best practices which emerge from the cross case analysis. The final results of our

exploratory research are hypotheses.

Probst et al. define a model consisting of six core processes relevant for knowledge man-

agement [PRR06]: (a) knowledge identification, (b) knowledge acquisition, (c) knowledge

development, (d) knowledge distribution, (e) knowledge utilization and (f) knowledge

preservation. Since this model provides a practically relevant segmentation of knowledge

management processes we use it to guide our research and reflect which processes benefit

from the use of system or enterprise architectures.

The cases are compiled from interviews with senior system engineers, architects or project

managers. The companies employing our interviewees are assembled from different back-

grounds (i.e. business firms, government and defense area) to have a good variation and

reach meaningful results. The interviews were semi-structured and the main topics cov-

ered in the interviews are the approaches in architecture design and management as well

as the use of architecture in the daily work routines and the way architectures are commu-

nicated to different audiences. Four cases centre on system architecture and the other two

on enterprise architecture. We chose to research these two architectural types since they

are the most commonly used ones and to cover a range of differing approaches. Another

reason is the probability to draw conclusions from the findings concerning one architec-

tural type to the other one. All interviews were conducted in May and June 2008 in the

context of a diploma thesis [May08]. We use the interview transcriptions and findings of

this diploma thesis as the foundation of this research paper.

4 Cases

Our case studies cover projects in the following six organizations: Bayerische Motoren

Werke Group (BMW), European Aeronautic Defence and Space Company (EADS), In-

dustrieanlagen-Betriebsgesellschaft mbH (IABG), International Business Machines Cor-

poration (IBM), Thales Group and the Taktikzentrum Marine (TZM) of the Marineoper-

ationsschule (MOS) Bremerhaven. For anonymization purposes, these organizations are

referred to as &Company A-F%, whereas the alphabetical order of these names does not

allow for a reverse mapping.

Table 1 shows a summary of the effects of the companies’ architecture on the knowledge

management processes defined by Probst et al. [PRR06]. A tilde character (˜) indicates no

particular support, (+) means that a supportive character is perceived and (++) indicates

significant support of the regarding knowledge management process.
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A B C D E F

knowledge identification ++ + ++ ~ ++ +

knowledge acquisition ~ ~ + ~ + ~

knowledge development + + + + + +

knowledge distribution + ~ + + ++ ~

knowledge utilization + + + + + +

knowledge preservation ~ + + + + +

Company

Knowledge Management Process

Table 1: Overview on how the architecture supports knowledge management processes

Table 2 gives an overview about the target audiences and the degree of utilization of the

architecture for knowledge management. The tilde character (˜) means no particular use

of the architecture, (+) indicates noticeable but irregular use and (++) signalizes signifi-

cant use of the architecture for knowledge management purposes. The audience classifi-

cations are Manager (project leader and project manager), Architect and Developer (with

the architect being a chief developer), Quality Assurance (QA) person and End-User. Con-

cerning system architectures the end-user is a person who uses the developed information

system. Regarding enterprise architectures the end-user is a collective term that stands for

the stakeholders defined in the enterprise architecture framework.

A B C D E F

Manager + + ++ ~ ++ +

Architect ++ ++ ++ ++

Developer ++ ++ ++ + ++ +

Quality Assurance person + ~ + ~ ++ +

End-User + ~ ++ ~ ++ ~

Target Audience

Company

Table 2: Overview about target audiences of the architecture1

Subsequently follows a more detailed description of the researched cases. We focus on

the description of those aspects where architectures have shown to be supportive (+) or

significantly supportive (++) for certain knowledge management processes (compare Table

1) or have noticeably (+) or significantly (++) been used by a target audience for knowledge

management purposes (compare Table 2).

1The role of architects was not explicitly mentioned in the interviews with Company A and D, thus the table-

cells are left blank intentionally. It can be assumed that the value evaluated for developers applies to architects

as well.
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4.1 Company A

The project in Company A developed a proprietary multi-tier system architecture. This

had a negative impact on the knowledge management processes of &knowledge utiliza-

tion% and &knowledge acquisition% identified by Probst et al. [PRR06]. First, it was

difficult to find employees being already familiar with this architecture and second, new

project members generally needed some time to familiarize themselves with this kind of

architecture. If the company would have adopted widely known architectures (i.e. open-

source architectures) the probability of new project members knowing these would have

been higher.

Furthermore, Company A maintained two different perspectives to the system architec-

ture – one of these being data-related and another one providing a functional view to the

system. The benefit of having these architectural descriptions was the development of a

common vocabulary, used within communications between team members (management,

developers and QA personnel). There was no dedicated perspective for the customer’s

specialist division or end-users. Concerning project lead and project management the

functional perspective was used, to define project teams and also documentation artifacts

and configuration management were structured in regard to the functional perspective of

the system architecture. This enabled project members having certain knowledge about the

system architecture (mostly developers), to find relevant contact persons within the whole

team, find relevant pieces of documentation in shorter time and navigate the configuration

management system in a more efficient manner.

The software development process adopted by Company A was aligned according to the

V-Model 97 [DW99] process model. In this regard, the biggest ascertainable advantage

according to knowledge management was, that the process model postulated a certain

amount of documentation artifacts to be created.

4.2 Company B

The case study of Company B explored a project concerned with system architecture cre-

ation. An external service provider developed the architecture for Company B. The spe-

cialist division of Company B was not interested in certain aspects of the architecture but

only in the business needs that the final system was designed to fulfill as well as integra-

tion aspects of the system into the whole IT landscape. As a result the project maintained

no dedicated perspective for employees of Company B. According to Zachman, a &model

of the business (i.e. owner’s view)% would be a good perspective [Zac87] on how an

information system works and it is well targeted at the audience of a business-specialist

division. In this case though, no such perspective was documented. However, the external

service-provider (which includes developers and architects) gained much advantage from

properly documenting the scope of the architecture’s &technology model% as well as &out-

of-context views% [Zac87]: The technology model includes data and process descriptions
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and our interview partner mentioned that this model fostered a common vocabulary, used

by the external service-provider’s employees (managers, developers and architects). Var-

ious graphical user interface prototypes (out-of-context views) were used to support the

communication with business-specialists as well as end-users.

It attracted our attention that project members of Company B structured their documenta-

tion artifacts in regard to the project stages (also in terms of directory structures in connec-

tion to file storage) whereas the service provider, who developed the information system

architecture, organized its documentation deliverables in regard to the components of the

information system architecture. In this regard, the architecture helped managers, archi-

tects, developers and QA personnel to structure documentation artifacts. Considering the

Probst dimension of &knowledge identification% [PRR06] this means, the architecture

adds certain value to identify relevant documentation artifacts. Having the team- and doc-

ument structure aligned in regard to the architecture’s components, helps to find contact

persons or relevant documents. This way, it got possible to tell which documents needed

to be updated, when specific modules of the system architecture were changed.

4.3 Company C

The project of Company C was about developing an enterprise architecture for a customer.

Subsequently we use the term service provider synonymously when we refer to Company

C. The enterprise architecture framework to be used – the NATO Architecture Framework

(NAF) [Cou07] – was determined by the customer. The NAF defines several views to

the architecture: e.g. an operational one and a system view. The operational view pro-

vides information about the organization’s operational nodes, their tasks and how they are

connected to each other. The system view illustrates the functionalities of the customer’s

organizational units. Describing the enterprise architecture with this set of different per-

spectives, allowed employees of the customer with different knowledge or backgrounds to

get an easier and better understanding of the described circumstances.

In this case, no dedicated process model was used in the design process of the enterprise

architecture model. Thus, the process model could not act as a catalyst for creation of doc-

umentation artifacts. However, this had no negative effect on the knowledge management

since the enterprise architecture framework suggested a development method and defined

certain architectural descriptions (views) to be created.

The process of analyzing the customer’s current organizational architecture and the defini-

tion of the target enterprise architecture aligned to the business goals was active knowledge

management. The employees of both, the customer and the service provider got deeply in-

volved with the current enterprise architecture which allowed them to identify weaknesses

(i.e. redundancies or disharmonies) and derive necessary changes for the architecture to

be defined.
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Mapping these facts to the Probst knowledge management model [PRR06], the architec-

ture fosters a very effective &knowledge identification% which in turn directly supports
&knowledge acquisition% and &knowledge development%. The creation and application

of a clearly defined architectural model resulted in the establishment of a common vocab-

ulary on both sides, customer and service-provider. This enhanced and alleviated com-

munication inside and across teams. For this reasons, all target audiences (management,

end-users, QA personnel as well as architects and developers) were assigned a (+) or (++)

rating in table 2.

As a final result of the project, Company C defined and established an enterprise archi-

tecture, which could be presented to the customer’s employees in different views. These

different models were enriched with documentation artifacts providing detailed informa-

tion. Hyperlinking all these elements allowed for an efficient navigation and combined

a good overall overview with easy comprehensibility. Thus, the aspect of &knowledge

identification% [PRR06] is strongly supported by the established enterprise architecture.

4.4 Company D

In the case of Company D a proprietary system architecture was developed, based on

established architectural styles like client/server and peer-to-peer. While the usage of a

proprietary architecture lowered the possibility of finding staff being familiar with it, the

well known architectural styles partly compensated this downside and reduced the amount

of knowledge new members of the project had to acquire.

The company maintained only a single perspective to the system architecture which was

– referring to Zachman [Zac87] – a &technology model% providing &data- and process

descriptions% of the system. This lack of different perspectives to the system architecture

excluded project members, apart from developers and architects, from getting acquainted

with the architecture. It is perceived to be unfortunate that even the model’s target au-

dience (i.e. software engineers and -architects) did not capaciously use the model, as it

was outdated since changes to the physical architecture had not been incorporated in the

documents. The communication about different aspects of the software system within spe-

cialized teams (e.g. developer to developer communication) worked rather well. But it was

apparent, that as soon as communication between project teams or team members with dif-

ferent backgrounds (e.g. software-engineer to end-user communication) was required, the

lack of a shared vocabulary or awareness of the system in general prevented those team

members from communicating efficiently.

4.5 Company E

In the case of Company E an enterprise architecture was developed for a customer, based

on the TOGAF framework [Gro09]. The framework defines four architectural domains:
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business architecture, application architecture, data architecture and technical architecture.

Company E added the dimension of &capability architecture% to the framework. The pur-

pose of this additional dimension was to allow for a periodically conducted analysis of the

companies capabilities.

The goal of the creation-process of the new enterprise architecture was to provide all

knowledge regarding the five dimensions (e.g. detailed information about business units,

IT infrastructure landscape, etc.) within an architecture database, to make information

searchable. Several facts are apparent in this case: Already the analysis of the customer’s

current enterprise architecture adds major value in terms of &knowledge identification%.

Since members of all audiences listed in table 2 were involved in this process they all ben-

efited in a positive way. The creation of an architecture database containing valuable in-

formation about the enterprise architecture combined with powerful search functionalities

helps to identify relevant knowledge and at the same time &knowledge distribution% gets

a significant boost. Knowledge retrieval was changed from a &push% to a &pull% princi-

ple which reduced information overload. Information inside this architecture database was

kept up-to-date with the support of specific tools.

The &knowledge utilization% dimension defined by Probst et al. [PRR06] is supported

by providing information in different perspectives, each adjusted to a specific target au-

dience. This supports ease-of-use of the available information. Employees on a strategic

level (i.e. management) for instance, get an overview about the enterprise as a whole and

processes whereas IT personnel can view information from an application- or technical

infrastructure centric perspective.

Last but not least &knowledge acquisition% and &knowledge development% are improved

by introducing the additional architectural domain of abilities, which allows for a periodi-

cal analysis on whether knowledge needs to be acquired externally or developed internally

in order to accomplish enterprise goals.

4.6 Company F

The fundamental observation in the case concerned with Company F is, that lack of time

resulted in a significant shortage of documentation. Focus of the project was the devel-

opment of a client/server-oriented system architecture for a customer, using a proprietary

architecture framework. Nevertheless, the fact that the well-known client/server architec-

ture model was used, improved chances, that new project members (in most cases software

engineers) were familiar with the very basics of the system architecture. Thus, considering

the Probst et al. dimension of &knowledge acquisition% [PRR06] it is helpful to stick to

non-proprietary products.

Since only a &technology model% perspective of the system architecture was maintained,

the model was neither used for communication towards the customer, nor did it enhance
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the building of a common vocabulary that could be used in conversations between employ-

ees of Company F and the customer. The customer was only interested in the fulfillment of

its requirements and showed no interest in the architecture. As described in previous cases,

team structure and also the structure and outlining of documentation artifacts were aligned

to the technology perspective of the system architecture. Having a certain knowledge of

the system architecture, this eased &knowledge identification% (i.e. finding appropriate

contact persons or finding relevant documents).

The project employed the V-Model 97 [DW99] process model during the software de-

velopment process. This process model defined necessary documentation artifacts to be

created and thus did add a certain value in terms of &knowledge preservation%.

5 Best Practices

The six cases cover four companies developing system architectures and two companies

developing enterprise architectures. Several best practices are gathered from these cases.

One obvious best practice is to incorporate a well-known architecture rather than a not

well-known one (e.g. a proprietary architecture) to support &knowledge utilization%. This

best practice is independent from the type of architecture being created – enterprise or sys-

tem architecture. Companies A, D and F dealt with proprietary system architectures which

made &knowledge acquisition% and &knowledge usage% difficult. Still, Company D and

Company F had an advantage over Company A by using well-known technology models

like client/server or peer-2-peer in their system architecture framework. In these compa-

nies new project members were at least familiar with the underlying technologies of the

architecture.

Another best practice is to define architecture-models, showing the architecture from dif-

ferent perspectives, each targeted at a specific audience. Both, &knowledge utilization% and
&knowledge development% benefit from this practice. The cases showed, that independent

from which target audience is addressed, an architectural model is rather used, if it is un-

derstandable for the specific group of people, than a model, which is too detailed or even

outdated (Company D). Whenever a model is accepted and used by the target audience, it

helps to establish a common vocabulary, which makes communication easier and more ef-

ficient (Company A, B, C and F). Cases concerned with system architecture development

typically used architectural models and related vocabulary for communication within de-

velopment teams, but not for communication towards end-users or customers (Company

A, B and F). By contrast, all cases concerned with enterprise architecture, developed much

more architectural models to give a view on the architecture from several different perspec-

tives. In each of these cases, this resulted in the establishment of a commonly used vo-

cabulary, enhancing communication within teams and across team- or division-boundaries

(Company C and E).

One important lesson learned from the cases researching system architecture is to structure
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documentation artifacts, configuration management systems (e.g. bug-tracking systems,

source-code management systems) or even teams in regard to the architecture. Project

members, having a basic knowledge about the architecture, benefit from this by finding

relevant information or contact persons in an efficient manner (Company A, B and F).

This practice supports the &knowledge identification% dimension identified by Probst et

al. [PRR06]. This structuring helped Company B in terms of &knowledge preservation%,

since whenever changes were done to the physical architecture it was obvious which doc-

umentation artifacts needed to be updated.

The cases, which dealt with enterprise architectures (Company C and E), did also fo-

cus on the structuring of knowledge management artifacts (e.g. documents, contact person

information) in alignment to the architecture. Even better, beyond providing a plain archi-

tectural description, they did use the architecture model(s) as interactive index of contents.

We call this a knowledge map. Models, depicting structural components of the enterprise

architecture, are made accessible to employees in different views, showing the architecture

from different perspectives. This gives &knowledge identification% as well as &knowledge

utilization% a significant boost. Furthermore, Company C enriched these models by hyper-

linking documents or other knowledge management artifacts, providing detailed context

information about certain nodes in these architectural models.

6 Research Hypotheses

This section of the paper has a reflective look at a selection of our most important hypothe-

ses and determines whether the observed results corroborate them.

1. Both, system and enterprise architecture have an influence on the knowledge man-

agement processes defined by Probst et al. [PRR06].

This assumption proves to be true in several aspects and the influence can be positive

as well as negative. Company A for instance used a proprietary system architecture

framework and had difficulties finding new project members, being already familiar

with the architecture. Thus, the architecture has a negative influence on &knowledge

acquisition%. On the other hand the cases show that architectural descriptions can

support a number of knowledge management processes like for instance &knowl-

edge identification% (Company C and E), &knowledge distribution% (Company E)

or &knowledge preservation% (Company B).

2. The use of an architecture leads to the establishment of a common vocabulary and

therefore improves communication between team members.

In all case studies, a common vocabulary is introduced by having an architecture

or more precise by having one or more architectural descriptions. System architec-

tures mostly help to build a common vocabulary within teams (Company A, B, D

and F), whereas enterprise architectures help to introduce a vocabulary used within

79



teams as well as across team boundaries (Company C and E). An ideal architec-

ture offers an architectural description to each target audience it intends to address.

Enterprise architecture seems to be very effective in reaching its intended target au-

diences (see table 2). Certainly the reason for this is, that an architectural description

is developed for each of the stakeholders and the defined target audience does not

go beyond this group of people. However, typically a company consists of many

more people but those stakeholders. We believe that extending the use of an enter-

prise architecture to a wider audience would be to the further benefit of a company’s

knowledge management processes. In any case, the architectural descriptions help

to make communication more efficient and avoid misunderstandings.

3. An architecture will not be used by people who do not understand the architectural

descriptions.

This hypothesis is closely connected to hypothesis (2). Most cases, concerned

with both, system and enterprise architecture, provided more than a single perspec-

tive/view to the architecture. In the case of Company B for instance, the external

service provider used a &technology model% [Zac87] to enhance the communica-

tion between software engineers (inside-team communication) and &out-of-context

views% [Zac87] to enable and improve the communication between software en-

gineers and business specialists or end-users (cross-team communication). On the

contrary, Company A did not provide an architectural description suited to the busi-

ness specialist division of the customer. In the result the architecture was not used

in communications to the customer (across-team communication). Thus, it did only

enhance the communication within the team of Company A. This tells us, that pro-

viding more perspectives/views to an architecture, means getting through to a wider

target audience. In this regard architecture frameworks need to find a reasonable

number of architectural descriptions.

4. Architectural descriptions are perfectly suited to be used as knowledge maps and

will as such improve several of the knowledge management processes defined by

Probst et al. [PRR06].

Architectural descriptions of both, system and enterprise architectures helped new

project members to get an easier overview about the system or company. This helps

in terms of &knowledge identification% and &knowledge development% because

people are able to find relevant documents by using the architectural descriptions

as a guiding map. In the cases of Company C and E this idea of using the ar-

chitectural descriptions as a knowledge map was pushed even further. They used

the architecture models as an interactive information asset base where context re-

lated documents were hyperlinked to provide easy and direct access. This align-

ment of knowledge management to the architecture results in a major improvement

of &knowledge distribution%.
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7 Concluding remarks

With our research and this paper we develop theses on how architectures influence knowl-

edge management in software projects. According to our literature review it is pretty much

the first research project with this specific scope of examination. The conducted number

of case studies provides a solid base for our hypotheses but it is still a first exploratory

study in that field. As of today, system architectures are mostly used as an instrument

to handle the complexity of software systems and enterprise architectures are used as an

instrument of governance and business- or IT alignment to safeguard running investments,

plan future investments and furthermore to simultaneously reduce costs [LMW05]. In this

respect, architectures are already used for knowledge management but in our opinion their

potential is not fully tapped on a broad basis.

We can summarize that architectures are a valuable appliance to provide access to explicit

knowledge [NT95] of any kind (e.g. information about system requirements, design deci-

sions or algorithms). Our study shows that architectures support a variety of knowledge

management processes, if used as knowledge map – especially &knowledge identifica-

tion% and &knowledge distribution%. They can also vastly improve inner- and inter-team

communication by establishing a common vocabulary.

Further investigations will be the definition of blueprints for architectures that are espe-

cially suited to support the knowledge management in software projects (or even in gen-

eral). We also plan to investigate, how specific target audiences can be reached best and

how to communicate an architecture to these audiences. In our introduction we also men-

tioned, that in complex systems, knowledge often needs to be kept alive and accessible for

decades. In this regard, historiography is an important aspect. Further research work could

deal with strategies how this can be done directly inside architecture models.
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Abstract: Process models are frequently used to visualise, analyse and control the
flow of work in business processes. In principle, the information contained in process
models could be used to simulate and optimise business processes with the help of
simulation software. However, business process models are created for other purposes
than simulation and, therefore, normally do not contain enough information to directly
execute simulation studies using them. A process model first has to be converted to a
simulation model which holds different information necessary for the simulation. In
this paper, a transformation approach is presented which can be used to convert process
models based on the event-driven process chain (EPC) notation to different simulation
software systems.

1 Introduction

Business process models serve to document and describe the business activities of an or-

ganisation, determine the critical points of business processes and/or analyse the require-

ments for the introduction or implementation of new information systems [Sc00, FL03].

At the same time business process models can be used for other purposes. But, the mod-

elling of business processes is often associated with the rationalisation of these processes

(e.g. reducing processing time, lowering process costs etc.) [BRU00, BS04]. Simulation

allows us to observe and analyse the behaviour of processes. Therefore, simulation can be

used to create and to check the consequences of changes in the processes, for example a

different amount of available resources. [BF87, DE00].

In practice, the first step in improving current business processes is the documentation

and (usually manual) analysis of existing processes. The use of these process models for

simulation and the optimisation using simulation software are seldom considered while

modelling the business processes. Normally the methodologies for modelling processes do

not include enough (quantitative) information to model and run simulation studies [St06].

Nevertheless, process models can form a good starting point to create simulation mod-

els. The main problem is how a process model can be conveniently transformed to create

the foundation of a simulation model. For the purpose of simulation, parts of the pro-
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cess model could be aggregated and other parts ignored. On the other hand, certain addi-

tional information, such as resources and capacities must be added, which are not available

from the original process model but are, nevertheless, important to run a simulation study

[Al07]. Our objective is the creation of a transformation model which can be used to

normalise the process model and to gather the information necessary for the simulation

model. The concept of the transformation model is that of a middleware. Therefore, a

process model created without considering the requirements for simulation will be con-

verted to the transformation model, normalised and prepared for simulation and then be

transferred to a simulation system. The transformation model reduces the number of trans-

formations from different process modelling notations to various simulation systems. For

example if there are four process modelling notations and three simulation systems, there

would be twelve transformations. With the transformation model there would be only four

transformations to the transformation model and three to the simulation systems. If a di-

rect transformation is used, every process modelling notation needs methods to prepare a

process model for a simulation. This preparation is only necessary for the transformation

model. Furthermore, the meta-models of the process modelling notation do not include in-

formation necessary for simulations. Another problem are resources, for example rooms,

which are a simulation constraint, but cannot be added to an extended EPC. So every pro-

cess modelling notation would need to be expanded if a transformation model is not used.

Some process models can of course be directly simulated, for example with the ARIS

Toolset, but some process models require additional constraints which cannot be added

in process models, so they have to be transformed into simulation models and simulated

with other simulation systems. We do not use an existing notation for the transformation

model such as the EPC or Business Process Modeling Notation (BPMN). While the EPC

is restricted to a function and event sequence, BPMN offers a wide spectrum of methods

to model a business process. On the one hand the allowable elements would have to be

restricted; on the other hand new artefacts would need to be included. However important

information for the simulation would need be added as attributes of the elements which

are not visible in the graphical representation of the process model. We introduced a new

notation that contains all necessary elements to create a simulation model and that shows

all relevant information using a graphical representation to support the human part of the

normalisation and preparation of the transformation model.

The remainder of this paper is structured as follows. First, work related to our own re-

search is discussed. Then, we define business process models and simulations and explain

the foundations of our transformation model. After that, the notation and different views

necessary to generate a valid transformation model are highlighted. Next, the transforma-

tion process from a business process model to a simulation model is explained. Finally,

our results are summarised and future work is indicated.

2 Related Work

The transformation of business process models to simulation environments has been an ac-

tive research topic for several years [Gr03, AJ05, HR06, Di07, DD08]. The main problem

84



concerns the different degree of model detailing [NRS03, HR06]. The following problems

especially occur during the transformation from process to simulation models:

• Process models show a higher level of detail in the number and description of pro-

cess steps, which are seldom necessary for simulation models (process steps are

often summarised by one module in simulation models).

• Simulation models require detailed and operationalised data (such as distribution of

process time, probabilities, frequency of process steps etc.).

There are several papers that deal with these problems. Greasley [Gr03] used a process

map of a prisoner custody process as a conceptual model for the simulation model. First,

the process map was created and data were collected such as arrival time and function

duration. Next, the process map was transferred to a simulation system. Damij and Damij

[DD08] used an activity table of a clinical business process, which represents a table with

organisational units as columns and activities as rows. The activities are associated with

an organisational unit through the cells and connected with links to create a flow. To cre-

ate a simulation environment the process was transformed into a flow chart. However, the

flow chart presented contains the same information as the activity table but uses a different

graphical representation. An and Jeng [AJ05] presented a flow chart, of a supply chain

management domain. The functional structure of the flow chart was used to create a sim-

ulation model by adding input and output data and their corresponding data repositories.

However, the authors also created a system dynamic model, which represents the positive

and negative influences of the elements on each other. Both models were used to simu-

late the supply chain. Dickmann et al. [Di07] presented an approach which supports the

process improvements projects. They also used conceptual process models, which were

not created for the purpose of simulation but to create simulation models. Therefore, they

used questionnaires to gather the information necessary for the simulation model.

All approaches presented use existing process models as a foundation to create simulation

models. Since everyone had different notations for the process models, each required its

own transformation methods and rules for targeting a simulation system. None of these

approaches uses methodology or notation created with the purpose of preparing a pro-

cess model for simulation. Heavey and Ryan [HR06] analysed the support of simulation

in process modelling tools and methods. They outlined that none of them supports the

requirements-gathering phase of simulation. As a conclusion they created a process mod-

elling method called Simulation Activity Diagrams, which support the conceptual mod-

elling phase of a simulation project. However this approach does not use existing process

models to prepare them for a simulation.

Other papers relevant in the context of the transformation and preparation of a process

model for simulation deal with the reduction of process models. While these papers do not

focus on simulation they nevertheless can be used for it. Polyvyanyy et al. [RSW08] de-

scribe a complexity reduction approach of large EPCs through joining of loops, sequences,

and blocks. The approach is based on pattern identification of AND, OR and XOR con-

nectors and the aggregation of functions and events to reduced functions. A similar idea

is put forward by Sadiq and Orlowska [SO99]. The objective of their approach is to dis-

cover incorrect graphs within process models. The algorithm identifies structurally correct
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workflow graphs with the help of so called reduction rules and reduces them to an empty

graph. On the other hand Allweyer [Al07] presented a procedure to create a more detailed

process model from an imprecise process model. To execute the transformation rules a

template for the detailed process model is necessary. The transformation rules use data

associated with the imprecise process model to create a detailed process model based on

the template. These papers are relevant for the normalisation of the transformation model.

3 Foundations of the transformation model

We define a business process, according to Rosemann, as an enclosed structured, logical

series of functions for the handling of a relevant business object. Therefore, a business

process model is a model of a structured, logical series of functions executed on an object

[Ro96]. Our second object of interest is simulation. Simulation is defined as a method

to imitate the operation of a real-world system. Simulation involves the construction of a

simulation model and data acquisition, the execution of a simulation study and the analysis

of the simulation results [VDI95, BCN05].

The transformation model was derived under consideration of the process modelling using

EPC and BPMN notations and three simulation software systems. The core of the transfor-

mation model, the activity, is based on three premises. The first premise states that every

work in the real world can be described using a combination of an action, an object and

one or more resources. An example for such an activity is, ‘The salesperson creates the

sales order in an ERP system’. The action represents a work step, in this example ‘create’.

Other examples are ‘check’, ‘order’ and ‘authorise’. The object is the item on which the

action is executed, in the example ‘sales order’. Resources are a tool to support the exe-

cution of the action, ‘salesperson’ and ‘ERP system’ in the example. The combination of

these three elements represents the activity in the transformation model. A more complex

activity for instance is ‘The nurse checks the blood pressure of the patient’. The nurse is

the resource and the patient the object. The action however is more than a single verb, in

this case ‘check blood pressure’. So an action can be a single verb or a combination of

a verb and a noun. In contrast to van der Aalst [Aa98] we define an activity differently.

We also use a resource to specify an activity, but we divide the task into an action and an

object. The case van der Aalst uses would be an instance of an object in a simulation. If

the instance is added it would be an activity that is executed.

The second premise states that only a combination of an action, an object and at least

one resource can have a processing time. A combination of only two of the three elements

cannot have a processing time. A resource is needed to execute an action and the execution

must be on an object. Only then the activity being processed can contain a processing

time. The third premise states that when there are more actions to be executed than there

are resources, a queue will be created. To specify a queue, two pieces of information

are needed: the capacity of the queue and the queue processing technique. The activity

assumes that if there is no information about the queue, the capacity is infinite and the

queue processing technique is ‘First In, First Out’. If an activity transforms several objects

into a new object, the activity can be extended by input and output information. This
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Figure 1: Complex activity

type of complex activity is shown in Figure 1; the ‘Q’ indicates the quantity needed. The

current notation is shown in table 1 and 2.

As shown in the next chapter there is a need to bind resources for more than one activity.

For example, assuming a flow chart shows two activities that can only be executed together.

Activity one uses resources A and B and activity two uses resource A. Resource B can

be released after the execution of activity one but resource A can only be released after

activity two has been executed. Therefore, resource A is bound before activity one and

released after activity two in the flow chart. An example process that needs a resource

bind and release is shown in figure 3.

The last main group of elements in our transformation model are pathways. In the context

of a simulation, there are three different types of pathways: parallel, inclusive and exclu-

sive. Every pathway also has gateways containing the condition for the execution of a flow

path, except for the parallel pathway. A parallel pathway indicates that two activities can

be executed at the same time. The inclusive and exclusive pathways have two variants:

probability- and condition-based. One or more flow paths can be executed in the inclusive

pathway and only one in the exclusive pathway, according to the occurrence of the gate-

way. The condition-based gateway checks an attribute of the object. Since the gateway

contains the condition, one or more flow paths can be executed. The attribute-based gate-

way contains the attribute of an object to be checked and the gateway contains a value. If

the attribute of an object instance matches the value in the gateway, the flow path is exe-

cuted. Therefore, only one flow path can be executed. The splitting pathway is displayed

with a single border, while the joining pathway has a double border.

To use a condition-based or attribute-based pathway, an attribute of an object needs a

value. The value is set by the attribute set. The condition-based pathway can be used

to add complex conditions for the execution of flow paths. The attribute-based pathway

can be used instead of an exclusive pathway. For example a process model contains two

exclusive pathways that use the same condition to determine the flow path. When the

first flow path is selected in the first exclusive pathway, then the first flow path of the

second pathway must be selected. A process model in the notation of the EPC would

use two exclusive operators with the same events, so that the corresponding flow paths are

selected. However, the exclusive pathway is probability-based. To select the first flow path

in both pathways the second pathway has to be an attribute-based pathway and every flow

path of the first pathway needs an attribute set.

Rittgen showed that an OR join in EPC notation has three interpretations [Ri99]. Waiting
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Notation Explanation

The Activity shows the mandatory fields that are nec-

essary for the flow chart of the transformation model.

The Source creates new instances of the object in the

listed time interval and quantity.

If an instance of an object arrives at the Sink it is

removed from the model.

A Sub-process passes an object to another flow chart.

After the execution of the other flow chart, an object

is passed back to the flow path in that it is integrated.

The Resource binding and Resource release is used

to bind a resource to the flow path it is integrated.

Bound resources can only be used in that flow path.

The Attribute Set sets a value of an attribute. If an at-

tribute is set the attribute-based and condition-based

gateway can check this attribute.

The Delay delays the execution of a flow path with-

out the need of resources.

All flow paths between the Parallel Pathway are trig-

gered. Activities in the different flow paths can be

executed at the same time.

One or more flow paths can be triggered in the In-

clusive Pathway, depending on the probability of the

gateway.

Only one flow path can be triggered in the Exclusive

Pathway. The sum the probability of all gateways of

one exclusive pathway must be 100%.

A flow path is triggered in the Condition-based Path-

way, if the condition of the gateway is triggered, so

one or more flow paths can be executed.

The Attribute-based Pathway contains an attribute of

an object. If the value in the gateway matches the at-

tribute of the instance only that pathway is executed.

Table 1: Notation of the transformation model flow chart
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Notation Explanation

The successive element of the joining pathway is executed, when all triggered flow

paths are completed. (‘wait for all’)

The first flow path that is completely executed will be passed to the successive

element of the joining pathway. All other flow paths end at the joining pathway.

(‘first come’)

Every flowpath that is completely executed will be passed to the successive element

of the joining pathway. (‘everytime’)

Table 2: Joining pathways of the inclusive and condition-based pathway

for the completion of all activated flow paths is the default semantic (‘wait-for-all’). An-

other interpretation is to only wait for the first flow path to be completed. All other flow

paths will be ignored (‘first-come’). The third interpretation is called ‘every-time’. Each

completed flow path will be passed to the next element. To cover these interpretations, the

joining pathways of the inclusive and condition-based pathway must be specified during

the normalisation of the transformation model. Table 2 shows the notation of the joining

pathways, which are only available in a consistent transformation model. While the wait-

for-all interpretation would be the default, a simulation with the ARIS Toolset shows a

different interpretation. If there is an OR split and a corresponding OR join, the OR join

passes on more instances than the OR split received, if the sum of the probability of all

flow paths is greater than hundred percent. So an OR split in the simulation of the ARIS

Toolset is interpreted as every-time.

In addition to the flow chart we define three supplemental views for the transformation

model. These views are derived from the first premise of the activity. Therefore, there are

an object view, a resource view and an optional action view. The object view only is nec-

essary if a condition-based or attribute-based gateway is used. However, the resource view

is inevitable because it contains the quantity of the available resources. All three views are

organised in a tree with parent-child relationships. While the action view only organises

actions as a function tree; the object and resource view provide additional information.

The object and resource view are explained below.

An activity can only be executed with an instance of the object it is composed of. The

instance of an object is created by the source. But there could be a process model with an

activity that uses an object not created by a source and only used by a single activity. An

example for this is a process model that characterises the processing of a sales order. To

check if the customer is available in IT system there could be an activity ‘check customer

number’ executed by a salesperson. A source would create an instance of a sales order,

but the object of the activity is ‘customer number’. To solve this problem, objects are

divided into ‘process objects’ and ‘non-process objects’ in the object view and flow chart.

Process objects are created by a source or the output of an activity and removed by a sink

or as used as an input of an activity. However, a non-process object is not created or used

as an input and only used in a single activity. So only process objects can be used for
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condition- or attribute-based gateways. Therefore, the process objects have to contain the

attributes in the object view, so that they can be used in the flow chart. Because non-process

objects cannot be used by gateways there is no need to add attributes to these objects. To

symbolise that a non-process object is used in the flow chart, the triangle identifying the

process object is mirrored.

Resources can be divided into four different types: human, stationary, movable and im-

material resources. This division results in three criteria human vs. non-human, material

vs. immaterial and stationary vs. movable. While a human resource is always a human,

material and movable, whether it moves or not, an immaterial resource is immaterial and

non-human. Because of the immateriality there is no place in the real world it is situated,

ignoring the fact that it could be saved in a data storage. The stationary and moveable

resources are non-human and material, whereas the first is stationary, the second is move-

able. An example of a human resource is a doctor or salesperson. A stationary resource

could be a room or a machine, while a movable resource is for example a forklift truck.

An example for the immaterial resource is an IT system.

All four types are children of the type resource, for example a room would be the child of

the stationary resource. To execute a simulation study, it is necessary to define the quantity

of each resource used. An unlimited resource does not need to be included in a simulation

study. While the flow chart only holds the number of necessary resources for each activity,

the resource view contains their quantities. Currently in development is the attribute defi-

nition for the four types of resources, which can be transformed for a simulation software

system. Humans could have a shift schedule, while stationary resources could have an

availability or capacity. Stationary resources could also be used to create a layout. Using

this layout the human and movable resources could be assigned paths they must take to get

to another stationary resource.

4 Transformation Process

The first step before executing a simulation study is the definition of the problem, repre-

senting the purpose of the simulation. Based on the defined problem an individual or multi-

ple process models are selected for analysis in the simulation study. It should be noted here

that the use of the transformation model requires existing process models as input. The

next step is an automatic transformation of the process models to the notation of the trans-

formation model. Corresponding transformation rules are mentioned below. Whereas the

process models are created for other purposes, the transformation model has to be fed with

additional information necessary for the execution of a simulation study. Therefore, the

transformation model created via the transformation rules is only a conceptual model. The

conceptual model is characterised that it uses the notation of the transformation model, but

the elements used lack information, such as execution time in the activity or the probability

in the exclusive gateway, which were not found in the process models. Therefore, data has

to be collected and used to normalise the transformation model into a consistent model. On

the one hand all elements used in the consistent transformation model have the necessary

information, but on the other hand normalisation rules are executed such that elements
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Figure 2: Procedure that leads from process models to simulation

could be changed or added to the consistent transformation model. Examples for the nor-

malisation are shown below. This normalisation step can be executed semi-automatically.

While the merge of activities can be executed semi-automatically, additional resources for

the activities have to be added manually. When a consistent transformation model has been

created, the model can be automatically transformed into a simulation model. This sim-

ulation model depends on the software system being used to execute a simulation study.

Before the simulation study can be executed, the simulation model can be expanded with

additional information, depending on the simulation software system. Examples for this

information are the duration of the simulation, resource utilisation or diagrams to visualise

the simulation results. With the finalised simulation model the simulation study can be

executed to gather knowledge, which can in turn be used to interpret the real world.

The procedure of the described transformation process is shown in figure 2. The figure

also shows the main focus of the transformation model, the transformation from process

models, the normalisation of the transformation model and the transformation to a simu-

lation model. While both transformations can be executed automatically, normalisation of

the transformation model needs human interactions and is therefore only semi-automatic.

With this procedure there is no need to change the existing process models, but only to

adapt and enrich their contents in the process of converting them to a simulation model.

Next, examples are given for using the transformation model and process. The examples

cover transformation rules from the EPC and rules to normalise the transformation model.
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While transformation rules for BPMN are currently created, we identified 23 transfor-

mation rules to convert the elements of an EPC to the elements of a flow chart of the

transformation model. The transformation rules for a specific simulation software system

are not discussed in this paper.

Normally, resources used in the EPC cover humans and information systems. Stationary

or movable resources are therefore initially unavailable. Focussing on information sys-

tems first, the information system in the EPC can be transferred to the resource view of

the transformation model as a child of the immaterial resource. The quantity of the in-

formation system is one. To avoid the fact that only one operation can be executed at the

same time with the information system, the attribute capacity has to be assigned. How-

ever, if the focus of the simulation study is not on the utilisation of information systems, it

can be more appropriate not to transfer the resource information system from the EPC to

the transformation model at all, or remove the resources during normalisation. Therefore,

some analysis is required during this step to decide on the better transformation option.

As for humans in the process, it is suggested to use organisational units from an organi-

gram, which executes the functions of the EPC. The two alternatives discussed here are

positions and person types. While positions cover a person of a specific department such

as a salesperson, purchaser or accounting clerk, person types deal with hierarchy, such as

supervisor, staff member or proposer. A specific person can, therefore, have a particular

person type and, simultaneously, a certain position in the company. To prevent the sit-

uation in which there are more humans represented in the simulation model than in the

actual enterprise, only one of these alternatives should be implemented in the transfor-

mation model. The transformation rule for both possibilities is the same. A position or

person type is added as a child of the human resource in the resource view. The quantity

of humans in the resource view can be determined by summing up the amount of people

assigned to the position or person types associated with the resource view.

All start events are converted to sources and all end events are converted to sinks. The sub-

ject used in the event is the object in the source and sink. Events after a separating OR or

XOR operator are used in the gateways of the inclusive and exclusive pathways. All other

events are removed and not implemented in the transformation model. The separating op-

erators are converted to the corresponding separating pathways and the joining operators

to joining pathways. An AND operator will be a parallel pathway, an OR operator an in-

clusive pathway and an XOR operator an exclusive pathway. An automatic conversion of

operators for condition- or attribute-based pathways is not possible. The activity is created

based on the function. Positions, person types or information systems will be the resources

of the activity. A resulting transformation rule would be: ‘If an XOR-Operator has one

successor and more than one predecessor, then it will be an exclusive split pathway.’

An example for the transformation of an extended EPC to the transformation model is

shown in figure 3. While the first flow chart shows an EPC, the second flow chart shows

a conceptual transformation model, which is automatically created. To execute the three

activities a room is needed, so the rooms are added to the third flow chart, the consistent

transformation model. The room and the dental assistant are reserved for the flow path.

All three activities have to be executed, so a second instance can only use the reserved

room after it is released. A semi-automatic transformation rule would be: ‘If a resource is
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used in multiple activities in a sequence, determine if the resource should be reserved for

the flow path.’ If the extended EPC is simulated, there is a logical problem with the room,

for example only one room is available and there are two instances. Instance one executes

the first and second functions. Then the second instance executes function one and after

that the first instance would execute the revision. In reality the first patient would have

to leave the room after the examination, so the second patient can have his preliminary

enquiry. Then the second patient would leave the room, so that the first patient can have

his revision. To prevent this sequence the room is reserved in the consistent transformation

model.

Figure 3: Example process with an extended EPC and the consistent transformation model

Another approach for normalising the transformation model is to add attributes to the

objects and change the pathways. An inclusive pathway can be converted to a condition-

based pathway and an exclusive pathway can be converted to an attribute-based pathway.

This approach can be used when different input streams are the focus of the simulation

study. The values of the object attributes depend on the input stream and therefore the

probability of the pathway. This approach can help reduce the maintenance effort of the

simulation models. There could also be different terms used in the process model, for

example bill or invoice. These terms have to be harmonised during the normalisation of

the transformation model.

An example for a more complex normalisation is shown in figure 4, based on Rosemann

[Ro96]. The EPC is modelled according to the Guidelines of Business Process Modelling

[BRU00]. However, the event ‘goods arrived’ has to be a source. But goods only arrive
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when an order is created. If this process is simulated goods may arrive without the creation

of an order. The normalisation of the conceptual transformation model converts the joining

parallel pathway and the start event into a delay. So every order has a delivery time. On the

one hand this example shows on a manual normalisation in which resources are such as the

loading ramp or the forklift truck are added. On the other hand an automatic normalisation

process is shown in which the parallel join pathway and the source are replaced by a delay.

The corresponding normalisation rule would be: ‘If a parallel join pathway has one activity

as a predecessor and one source as predecessor, then it is replaced by a delay.’

Figure 4: Example for the normalisation of the transformation model

After the normalisation of the transformation model has been executed, a direct conversion

to a simulation model becomes possible.

5 Conclusion and Future Work

This paper introduced a process and notation for semi-automatically transforming pro-

cess models into simulation models where the process models were not originally created

with simulation in mind. Process models are converted to transformation models and

normalised, in order to ultimately transform them into simulation models using arbitrary

simulation software. The transformation model contains a flow chart and three views,

which were presented here. Also, some initial transformation rules were demonstrated

with reference to process models in the notation of the extended EPC. Additionally, some

information was provided on how to reduce the complexity of the original process model

and further normalise the transformation model.

The transformation model introduced is still a work in progress and the next step in our

research is the creation of a meta-model for the flow chart and the three views in the

transformation model. Based on meta-models the transformation rules could be created

for the transformation of process models into the transformation model. However, specific

linguistic transformation rules are necessary if a meta-model element contains more than

one element of the transformation model. These rules use word classes and cases. While

these rules are only valid for a single language or perhaps also for a single notation, a
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research goal is the creation of linguistic transformation rules for different languages and

notations. As for tool support of the notation, we are currently developing a prototypical

implementation based on the Eclipse framework. At the moment the prototype supports

modelling of the flow chart, an automatic conversion of the EPC markup language [MN05]

to the flow chart and automatic export to the simulation software Arena. Preliminary

transformation rules for BPMN are identified but not described in concrete transformation

rules. In future research, these transformation rules for BPMN and the UML activity

diagram will be developed based on the meta-model, so that the most frequently employed

modelling notations can be conveniently converted to a simulation model.

Other research themes to be addressed include developing further rules to normalise the

transformation model. A starting point here is the creation of a procedure model, which

covers all steps of the normalisation. Those steps must include reducing the complexity

of the transformation model so that only the relevant aspects for the simulation remain as

well as adding relevant additional information through attributes of the resources.

Currently, the transformation rules to create a simulation model take into account process-

oriented simulation software. However, in the domain of logistics and production, re-

source-oriented simulation software is dominant. Therefore, some initial research is cur-

rently done to create transformation rules for this and other types of simulation software.
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(Becker, J.; Kugeler, M.; Rosemann, M. Eds.): Prozessmanagement - Ein Leitfaden zur
prozessorientierten Organisationsgestaltung. Springer, Berlin 2003; pp. 449–468.

[Ri99] Rittgen, P.: Modified EPCs and their semantics. Arbeitsberichte des Instituts für
Wirtschaftsinformatik Nr. 19, Universität Koblenz-Landau, 1999.
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Bonn 2008; pp. 195–207.

[Sc00] Scheer, A.-W.: ARIS - Business Process Modelling. Springer, Berlin, 2000.

[SO99] Sadiq, W.; Orlowska, M.E.: Applying Graph Reduction Techniques for Identifying Struc-
tural Conflicts in Process Models. In (Jarke, M.; Oberweis, A. Eds.): Advanced Informa-
tion Systems Engineering. Springer, Berlin 1999; pp. 195–209.
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Abstract. Vendors provide reference process models as consolidated, off-the-
shelf solutions to capture best practices in a given industry domain. Customers
can then adapt these models to suit their specific requirements. Traditional pro-
cess flexibility approaches facilitate this operation, but do not fully address it
as they do not sufficiently take controlled change guided by vendors’ reference
models into account. This tension between the customer’s freedom of adapting
reference models, and the ability to incorporate with relatively low effort vendor-
initiated reference model changes, thus needs to be carefully balanced. This paper
introduces process extensibility as a new paradigm for customizing reference pro-
cesses and managing their evolution over time. Process extensibility mandates a
clear recognition of the different responsibilities and interests of reference model
vendors and consumers, and is concerned with keeping the effort of customer-
side reference model adaptations low while allowing sufficient room for model
change.

1 Introduction

In many industries, a company’s environment, such as customer demand, technolog-
ical innovations and regulatory conditions tend to change frequently and sometimes
rapidly. By being able to flexibly adapt their processes to changes, agile businesses
set themselves apart from their competitors. Naturally, Business process management
suites (BPMS) offerings need to facilitate flexibility at low costs. At the same time,
companies still wish to benefit from standardized best practices, represented through
vendor-provided reference processes. The business process community has come up
with numerous flexibility techniques to incorporate change into business processes, e.g.
[RA07,GAJVL08,RRKD05,AWG05,AHEA06,EKR95]. These approaches cover both
design time and runtime changes and provide formal frameworks for how to constrain
changes. However, many established process flexibility approaches suffer from short-
comings with respect to process lifecycle management in general, and to the costs as-
sociated with changing business processes, specifically. Some techniques propose that
BPMS customers alter reference processes “in place” in order to customize them to their
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needs (patching use-case) [FLZ06]. Others suggest to use reference processes merely as
templates for developing company-specific processes (blueprinting use-case) [SN00].

Neither of these approaches can realistically succeed in large-scale software roll-
outs, involving hundreds of reference processes with an even higher number of cus-
tomer adaptations on top. This is because making changes to reference processes goes
along with substantial costs for carrying out these changes and later maintaining the re-
sulting processes. Whenever a BPMS vendor ships a new reference process version to
incorporate corrections or to address new requirements, existing customer adaptations
have to be re-applied at great cost. Similarly, multiple independently defined adapta-
tions have to be consolidated within a single process, for instance when two customer
departments change a cross-departmental reference process independently at different
points in time.

This paper introduces the concept of process extensibility as a new paradigm for
customizing reference processes and managing their evolution over time. Process Ex-
tensibility mandates a clear recognition of the different responsibilities and interests of
reference model vendors and reference model consumers, and is concerned with keep-
ing the effort of reference model adaptations at the customer side low while allowing
sufficient room for model adaptation. BPMS vendors own (i.e. define and maintain) ref-
erence process models, while BPMS customers own and run extensions thereof. These
extensions constitute separate customer-defined “delta improvements” which hook up
to a reference process through late binding mechanisms. When adhering to some plain
compatibility rules, both reference processes and extensions can be patched (i.e. main-
tained) by their respective owners without ever having to be “re-wired”. The vendor
remains in the “driver seat” to update reference content, letting customers easily ben-
efit from state-of-the-art best practices. By automatically applying existing customer
extensions to patched referenced processes, the cost of rolling out new BPMS releases
is greatly reduced.

The rest of this paper is organized as follows. Section 2 outlines the extensibility
approach and its benefits over existing flexibility approaches. Next, Section 3 provides
a taxonomy to classify flexibility approaches. Section 4 identifies extensibility patterns
that occur along a process’ control flow and data perspective, while Section 5 sets an
agenda for future research in this area. The paper concludes with a section on related
work and a summary.

2 Extensibility

The general concept of making processes more flexible by allowing deviation from
their hard-wired business semantics has been around for some time. Requirements like
customization, exception handling, re-use, etc. have led to different technological ap-
proaches, namely From-Scratch Design, Patching, Blueprinting, Ad-Hoc Changing, and
Runtime Settings.

2.1 Proposal

Extensibility is a new approach to support process flexibility which specifically ad-
dresses customization of reference content. Unlike existing approaches, extensibility
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clearly designates responsibilities for the process and extensions thereof. Reference
processes may be patched (bugfixed, updated) by the vendor only. Customers receive
reference processes as read-only shipped content which is only updated as part of a
software release.

Customers then customize reference processes to their needs by independently
defining and deploying extensions which solely constitute “deltas” (process fragments).
Extensions exist alongside the (reference) processes. At runtime, an extensibility frame-
work dynamically invokes the defined extension(s) for a process. Multiple extensions
to a single process can be independently defined (e.g. by different customer depart-
ments) to be deployed in isolation (i.e. at different points in time). As the extensibility
framework automatically controls the interplay between multiple different extensions
and their target (reference) process, there is no need to statically integrate all extensions
upfront.

Both reference processes and extensions can be “patched”, thereby spawning new
versions. Patches to a reference process should adhere to some compatibility rules that
allow the new version to support, wherever possible, existing customer extensions. The
extensibility framework takes care of automatically incorporating all customer exten-
sions that were defined atop any old version of the patched reference process. Similarly,
extensions need to follow some compatibility rules. These rules constrain to what ex-
tent the business semantics of a reference process can be deviated from. Apart from
“safe” implicit compatibility rules, the BPMS vendor may define more relaxed explicit
constraints.

Figure 1 illustrates a vendor-shipped reference process (left) that is customized with
extensions of the customer’s HR and Sales departments. The initial reference process
is a sequence of three activities: “HR Task”, “Sales Task”, and “ERP Service”. The
first extension replaces “HR Task” with a subflow comprising the existing “HR Task”
followed by some organizational chart lookup (“OrgChart Service”).

As part of a new release, the vendor ships a patched reference process that condi-
tionally performs an automated “CRM Service” instead of the (manual) “Sales Task”.
The patched reference process is compatible with any extensions defined on its pre-
decessor version. The extension framework needs to automatically route the patched
reference process to existing extensions, where applicable (here “HR Task” → “HR
Extension”). Independently to the vendor shipment, the customer may have replaced
the manual “Sales Task” with an automated “Sales Service”. The earlier defined “HR
Extension” was also refined to introduce a four-eyes principle. That said, patches may
be applied to both the original reference process and a customer extension.

Extensibility is a prerequisite for proper process lifecycle management where the
reference content vendor and the customer represent distinct parties having different
requirements and obligations:

Vendor The vendor is responsible for (1) delivering correct reference processes
(“shipped content”) that represent generalized best practices. He also needs to (2)
maintain that content, i.e. ship patches when bugs are detected or requirements
change. Finally, (3) the vendor should provide the means to have its content “cus-
tomized” to a customer’s needs. From his perspective, it is vital to ensure that ref-
erence process change is controlled.
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BPMS Vendor BPMS Customer

(initial reference process) (initial HR dept. extension)

(patched reference process) (customer-patched HR dept. extension) (initial sales dept. extension)

Fig. 1. Extensibility Example

Customer Customers engage their IT team to customize a BPMS release (they may
also hire contractors to do so). In regard to reference processes, that includes (1)
changing settings which deviate in the customer’s landscape, (2) reducing complex-
ity by removing functionality that is not needed, and (3) adding new functionality
for requirements which are not yet covered.
End users essentially run processes (i.e. start new instances or are involved in pro-
cess activities). There are often multiple end user roles that (1) interact with the
same process but (2) have their distinct customization requirements. For instance,
a legal department could ask for fine-grained logging within audit-sensitive pro-
cesses, whereas the IT department may be interested in getting notified of technical
process failures.

Extensibility offers controlled flexibility for the different parties that design, customize,
and run processes and is motivated by the specific concerns these parties typically have.
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For instance, the vendor must be able to easily patch shipped content without intro-
ducing extra, per-customer development costs or significantly increasing the cost of
ownership at the customer. Last but not least, the vendor will want to disallow arbitrary
changes to this content to avoid mistakes on the customer that which are very difficult
to support. In turn, customers are essentially concerned with running their businesses
while keeping IT costs down. While flexibility does have its merits, customers also want
to build their business on best practices. Besides, customers have a vital interest in cor-
rect, law-conforming processes where customizations are guaranteed not to distort the
basic functionality.

2.2 Benefits

Technically, the vendor ships reference processes that incorporate “extension points”
which are pre-planned artifacts where customers can incorporate their extensions. Ex-
tension points apply to almost any dimension of modeling business processes, including
control flow, data flow, resources, rules, security, etc. We will give extensibility exam-
ples for some perspectives below. Extensibility comes with a number of significant
advantages over existing flexibility approaches, notably:

Extensibility (1) offers a lifecycle model for controlled flexibility taking into ac-
count obligations and concerns of different parties involved in designing, customizing
and using business processes. It helps avoiding errors at the customer side and reduces
maintenance costs (Controlled Change). Customers automatically (2) benefit from best
practices within shipped reference processes. In particular, the vendor can set exten-
sion points in a way that the basic business objective of the reference process cannot
be tampered with by customer-defined extensions (Best Practices Adoption). Reference
processes may be (3) subject to patching. Extensions defined on an old version of some
process transparently apply to any new version. Reference processes can thus be fixed
without losing (or having to manually re-apply) their extensions (Supportability).

Instead of using reference processes as templates for newly created processes, (4)
extensions consume fewer resources at runtime. This is because an extension solely
constitutes a small “delta”. As a side effect, this model is ideally suited for process
outsourcing where reference processes are remotely run at SaaS providers (Resource
Consumption). Extensibility allows multiple people (at the customer side) to (5) in-
dependently define “additive” extensions to the same reference process. This greatly
improves separation of concerns between different business departments. As a result,
multiple extensions can be independently defined at different points in time (Multiple
Extensions).

If desired, vendors may (6) ship their processes as “black boxes”, only exposing
interfaces and extension points. This may be desirable if details in the reference con-
tent constitute significant intellectual property which is not to be disclosed (Intellectual
Property). Reference processes may also be purely documentary models that are not
executed in a proper BPMS runtime but rather as a coded application. The customer
(7) may still want to extend these “application processes” with proper process models.
With some application instrumentation to add extension points, extensibility may even
help in bridging these platform and paradigm differences (Application Extension).
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Finally, the (8) meta-process of defining extensions is of interest itself, as it reveals
how a customer deals with business change. Mining the logs of a meta-process could
help the customer optimizing its business by getting answers to questions like: Which
line of business is most often subject to change? Which user roles require most change
to reference processes? (Flexibility Mining)

3 Taxonomy

Common process flexibility approaches can be classified with respect to a number of
dimensions, the most important being (1) the primary use-case which outlines the main
purpose and most frequent usage, (2) the parties (vendor, customizer, end user) that are
affected, (3) the functional role descriptions of each participant, (4) the lifecycle stages
(design time, runtime) of the process, (5) the constraints that restrict what can be done,
and (6) the scope (process type, instance, version) within which the flexibility technique
operates. Existing flexibility techniques can be classified with this taxonomy, which
helps in understanding their differences. It also outlines the contribution of extensibil-
ity to the overall picture. We specifically discuss the differences between from-scratch
modeling of new processes, patching existing processes, re-using a vendor-provided
template to develop a new business process (blueprinting), performing ad-hoc changes
of process instances at runtime, modifying (technical) runtime settings, and extending
reference processes:

From-Scratch Modeling Modeling a business process “from scratch” is typically the
result of analyzing and documenting existing processes. Most importantly, there
is no pre-existing reference process to build upon. Instead, a new process is mod-
eled and then successively refined, following a top-down approach. Bottom-up ap-
proaches start with modeling detailed process fragments which are later aggregated
into larger end-to-end business processes.
Strictly speaking, this approach traditionally does not constitute a flexibility use-
case. However, modeling a (reference) process from scratch is a prerequisite for
any other flexibility technique. It is usually business analysts who start modeling
from scratch. Both the vendor and its customers may perform this use-case (for ref-
erence processes and customer processes, respectively). Newly modeled processes
are not subject to any constraints, except for the inherent restrictions of the chosen
modeling standard.

Patching Occasionally, process models that have been previously deployed to a BPMS
runtime engine, may need to be altered. The vendor may have to patch reference
processes to fix bugs or simply to address new requirements. Customers may want
to patch their processes to incorporate various changes in their business. Patching
is closely related to versioning where the affected process will be labeled with a
new version number.
Both IT (process developer) and business (domain expert) users may want to patch
a process. Patching is a design time operation but will only take effect after deploy-
ing the patched process version into the BPMS runtime engine. There are some
constraints that limit what can be changed when patching a process. Firstly, inter-
face compatibility must be preserved such that client processes do not have to be
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adapted to cope with the change. Secondly, existing extension points must be re-
tained in the patched version such that extensions transparently apply to the patch.

Blueprinting Vendor-delivered reference processes often constitute best practices
rather than ready-to-run processes. Blueprinting uses reference processes as a
“master” for newly modeled processes. Technically, the reference process is physi-
cally copied to a blank process model where it is further refined. While being fully
flexible in what changes can be done from there on, BPMS vendors will not be able
to support those changes. That is, customers will have to manually apply all changes
in a new reference process version in their derived processes (copies). Altogether,
blueprinting is a design time operation where customers adapt vendor-delivered
reference processes to their needs (as opposed to extensibility which relies on late
binding mechanisms). Unlike patching, customers perform modifications on phys-
ically separate copies of the template and rather create new variations that are in-
dependent from (and do not overwrite) the original process.

Ad-hoc Changing Sometimes, end users have to deviate from the behavior of the pro-
cess instances they are involved in. Actually, human-driven processes often run into
exceptional situations. End users then need to (implicitly) alter the process model
for their specific instance, thus deviating from its original business semantics.

There are some constraints around ad-hoc changes, mostly affected with role-
related restrictions and instance migration issues. That is, ad-hoc changes alter the
models of running process instances. Consequently, ad-hoc changes must allow for
automatically migrating the instance state to the altered model. Typically ad-hoc
changes affect only a single process instance. The altered process model is kept
temporarily, i.e. for the life time of that instance.

Runtime Settings Some environmental settings globally hold for all processes and,
when changed, need to immediately apply to both all running processes and newly
started instances. Those settings include modifications to organizational charts, se-
curity settings and other technical configurations. In most cases, these settings are
not even part of any process model such that there is essentially no design time
aspect here. Those changes are typically done by system administrators.

Extensibility constitutes a separate flexibility approach where customers define process
extensions as deltas (process fragments) on top of reference processes. The primary use-
case behind extensibility is customization where the customer adapts a given reference
process to its business needs. Various customer roles may define process extensions,
each with different objectives. Domain experts from specific organizational lines (e.g.
Sales, Procurement, Manufacturing, etc.) may independently define extensions to adjust
a cross-organizational process to their needs. A customer typically defines extensions
in a design time environment, even though that does not rule out the option of having a
runtime user interface to let end users specify extensions in an ad-hoc fashion. Extensi-
bility is subject to some constraints, either originating from implicit compatibility rules
or explicitly from modelled extension points within reference processes. Table 1 classi-
fies existing flexibility techniques according to the dimensions introduced and positions
extensibility as a new approach.
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Use-Case Party Role Lifecycle Constraints Scope
Designing Business Vendor, Business analyst Design – new
from process Customer Process Time process
Scratch analysis architect
Patching Changing Vendor, Process Design Extension/ new

requirements, Customer developer, Time interface version
Bugfixing Domain expert compatibility

Blueprinting Customization, Customer Process Design – new
Adoption of (Vendor) developer, Time process
best practices Domain expert

Ad-Hoc Handling of Customer Task owner, Runtime Instance single
Changing exceptional Process migration, instance

cases administrator Role
Runtime System-wide Customer System Runtime – all
Settings settings administrator running

instances
Extensi- Customization, Customer Domain Design Extension all
bility Adoption of expert, Time point future

best practices IT department (Runtime) versions

Table 1. Process Flexibility Taxonomy

4 Extensibility Patterns

Conceptually, extensibility is open to different process perspectives. This section iden-
tifies some frequent extensibility patterns in the control flow and data flow perspectives.
Without loss of generality, we use a BPMN-like notation to illustrate these use-cases.

4.1 Control Flow Perspective

Many extensibility use-cases do in some way alter the control flow by adding or re-
placing process fragments by customer extensions. Extensions may also skip or even
re-arrange existing reference process branches. Multiple variants exist, most notably
for how to spawn (conditionally, (a)synchronously, etc.) and merge back extension flow
(with or without synchronization).

In this paper, we solely consider Usage Extensibility which is the most straightfor-
ward way of creating control flow extensions. Usage extensibility applies to activities,
denoting atomic tasks (either performed automatically or by a human actor) or refer-
encing nested subflows. The idea is to have an extension replacing an activity A of the
reference flow by another activity A′. Technically, the to-be-replaced and replacing ac-
tivities A and A′ need to expose compatible interfaces (for the data flow) to have the
extensibility framework seamlessly perform the replacement without human interven-
tion at runtime.

Figure 2 depicts a “Make to Order” reference process derived from a public SAP
Solution Composer4 business scenario map. Make to Order specifies a vendor-side pro-

4 http://www.sap.com/solutions/businessmaps/composer/index.epx
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Fig. 2. “Make to Order” Reference Process

cess in discrete industries where a good is manufactured upon an incoming order from
a customer. On the vendor side, activities are performed by three different roles: (1)
sales department, (2) manufacturing, and (3) quality assurance. After negotiating deliv-
ery dates and completing the production planning, manufacturing ultimately produces
the good with interleaved quality checks for the production process and final checks for
the good itself. At customization, this process is extended to optionally modify those
quality gates depending on the order volume. That is, for high-volume orders a four-
eyes quality check applies as part of the final checks. For this purpose, the extension
replaces the “Final Quality Checks” task by the subflow depicted in Figure 3 (left).

Usage Extensibility captures a wide range of customization use-cases and can be
applied in a straightforward way. In fact, by substituting atomic activities through sub-
flows, it allows the incorporation of structurally complex customer extensions into ref-
erence flows.

4.2 Data Flow Perspective

Unlike control flow, data flow is implicitly incorporated into process models. It af-
fects the process’ data context, activity interfaces, data mappings, decision gateways,
and message correlations. One frequently observed requirement revolves around Field
Extensibility which deals with (compatibly) complementing data interfaces both from
a service provisioning and consumption perspective. That is, customers may wish to
customize the reference process in a way that it receives (passes on) additional param-
eters from inbound (outbound) messages (services). New clients may interact with the
process through the field-extended interface. In turn, compatibility to existing clients
(provisioning) and services (consumption) must be preserved.

Figure 3 (right) depicts a plain BPMN flow where the start/end events represent
the inbound case, providing the process as a service has a well-defined interface. A
new process instance is spawned upon receiving an inbound “request” message on that
interface. In turn, the end event terminates the instance and crafts the corresponding
outbound “response” message. When compatibly extending that interface to accommo-
date additional fields, clients (including “parent” processes) may pass on extra data to
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Fig. 3. Usage Extensibility (left) and Field Extensibility (right) Examples

the process. The process may then make use of this data in usage-extended activities.
Existing clients remain unaffected, thus, passing (receiving) their inbound (outbound)
messages to (from) an extensibility framework which adds (strips off) the extra fields.

Vice versa, the subflow activity constitutes the consumption case where the activ-
ity’s interface may be field extended in the same manner. Altogether, Field Extensibility
is concerned with preserving compatibility despite interface changes. When used in iso-
lation, it does not specify the means to take advantage of additional data fields.

5 Open Research Challenges

In this paper, we introduce the idea of process extensibility but do not yet cover the
whole topic exhaustively. In fact, we believe extensibility constitutes a whole new area
of BPM research. In this section, we present a research agenda that gives indications
for future research on conceptual and technical follow-up topics. Most topics revolve
around (1) fully understanding the applicability and limitations of process extensibility
and (2) laying its formal and technical foundations:

Extensibility Patterns To set the scene for follow-up research, it is important to gain
a comprehensive overview on relevant extensibility use-cases. These use-cases
should preferably constitute real-world customization requirements which need to
be classified and mapped to extensibility patterns.

Reference Process Conformance Extensions alter the behavior of reference processes
which are, in turn, supposed to represent best practices. It is thus necessary to pre-
serve some core characteristics of an extended process. Future work in this area
could result in an explicit constraint model for defining extensions for reference
processes.

Reference Process Patchability After shipment, a reference process p is solely main-
tained through patching (cf. Fig. 4, left). The vendor may ship a new version p′ that
all existing extensions transparently apply. Hence, existing extensions (e1) implic-
itly impose compatibility rules which constrain to what extent a patched reference
process p′ can differ from the predecessor version p.
Future research should formulate compatibility rules for reference process patch-
ing. That includes providing migration instructions to autmatically handle “dan-
gling extensions” that no longer match a patched reference process.
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Fig. 4. Reference Process Patchability (left) and Stacked Extensions (right)

Extension Mining Deviations from reference processes may initially not be specified
as proper extensions. Instead, end users may also make use of costly ad-hoc changes
to gain the required flexibility. To liberate end users from tedious ad-hoc changes,
and thus, essentially saving costs, process log mining may be employed to (1) detect
“manual” deviations from a reference process original behavior and (2) automati-
cally derive extension definitions.

Extension Point Extension points are part of a reference process and expose its exten-
sible aspects. Future work should develop a concept for specifying extension points,
capturing all extension patterns. That may include additional constraints on the ex-
tensions that are “plugged in”. Finally, extension points should be self-sufficient
such that reference processes could also be shipped as “black box” content, omit-
ting implementation details.

Stacked Extensions In large software rollouts, 3rd party contractors may be involved.
For instance, a contractor may be responsible for customizing reference processes
through some baseline extensions. The customer itself may further refine these
contractor-defined extensions by providing other extensions on top of it. In this
way, a transitive extension chain may emerge. Figure 4 (right) depicts a scenario
where both a contractor and the customer define extensions atop a reference pro-
cess p. Customer extensions (e3 and e4) can both refer to a contractor extension
(e1) or the reference process directly. Future work needs to devise an extensibility
framework architecture that supports these scenarios.

Business Process Outsourcing Both Software-as-a-Service and Cloud Computing
promise significant cost savings through scaling effects. In this regard, Business
Process Outsourcing has become the corresponding catchphrase for the BPM
realm. The idea is to externalize execution of processes to 3rd party hosting
providers. In terms of extensibility, one might host the reference process at the ven-
dor side, making invocations to extensions which run on the customer side. Future
work should yield an extensibility framework architecture supporting distributed
execution environments that tackle challenges like performance, availability, trans-
actionality, failover, authorization, etc.

Authorization Issues Role awareness is a key differentiator of extensibility, as op-
posed to other process flexibility approaches. Consequently, authorization becomes
an issue inasmuch as certain operations (like view, patch, extend, run) may be con-
strained to certain roles. For instance, the reference process may solely be patched
by the vendor, but may be extended on the customer side. More finely grained au-
thorization schemes may be invoked to further constrain the roles that may define
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extensions for specific extension points. Altogether, future research should define a
comprehensive authorization concept, supporting the fore-mentioned use cases.

Design Time Usability The extensibility approach promises great cost savings over
other flexibility approaches. As a prerequisite, BPMS need to include modelling
tools to define extensions. These tools need to visualize relevant aspects of the to-
be-extended reference process and to define and “wire up” extensions in an easy to
comprehend fashion such that the impact of those changes becomes unambiguously
evident.

This agenda is by no means complete: our focus is to lay the foundations for practically-
oriented extensibility support as part of a BPMS.

6 Related Work

In this paper, business process extensibility is positioned as a new area of research in
the well-explored field of process flexibility. A recent taxonomy in process flexibil-
ity [SMR+08] identified four approaches to achieving flexibility:

– flexibility by design – where a number of alternative pathways are explicitly speci-
fied in the process model at design time.

– flexibility by deviation – where at run-time an alternative course of action can be
taken which differs from the course of action prescribed by the process model.

– flexiblity by underspecification – where detailed specification of (parts of) the pro-
cess model is avoided. As mentioned in [SMR+08], this category covers both late
modelling and late binding.

– flexibility by change – where a process model can be modified after deployment.

BPM systems such as ADEPT1 [RRD03], YAWL [AtH05] (including its Worklet
service [AHEA06]), FLOWer [AWG05] and DECLARE [PSSA07] are classified
in [SMR+08] according to this taxonomy.

Patterns are a useful means to compare the capabilities of different lan-
guages/systems and there are two pattern collections in the area of process flexibility
that have recently been developed for this purpose. On the one hand, so-called change
patterns and change support features are documented in [WRRM08], while on the other
hand the flexibility taxonomy gave rise to a collection of flexibility patterns [MAR08].
In [MAR08] it is claimed that the “majority of” the change patterns can be “mapped
on” the flexibility patterns. Neither pattern collection addresses the issue of managing
the evolution of (reference) process models by vendors and of their counterparts by
customers. However, they can be used as a mechanism to operationalize our ideas.

A well-researched problem in the area of dynamic/adaptive workflow is the migra-
tion of process instances across different versions of a process model. Consider e.g.
early work by Ellis et al. [EKR95] or van der Aalst [Aal01] dealing with changed
control-flow dependencies. A comparative overview of correctness criteria used by var-
ious approaches is presented in [RRD04]. More recently, Rinderle et al [RMRW08]
investigated new, more relaxed, correctness criteria for process migration, taking not
only the control flow perspective but also the data perspective into account. Work in
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this area could be exploited and extended to deal with (controlled) changes by the ven-
dor, the customer, or both. The last case in particular poses a challenge.

Reference models are models for targeted application domains that incorporate
“best practice” [KKR06] methods in these domains. Reference process models serve to
capture the procedural aspects of best practices. In the SAP R/3 environment many such
models are made available using the Event-driven Process Chain (EPC) notation. As a
reference process model may be quite large in order to capture all possible pathways
in the various settings in which it may be used, the notion of a configurable reference
process models was introduced [RA07]. Customizing a configurable reference process
model to a particular setting may lead to a model in which many of the pathways were
eliminated as they are simply not applicable. Process configuration typically is a one-
off activity where there is no provision for further adaptation of the configured model.
Additionally, evolution of configurable reference process models has not yet been in-
vestigated or even identified as a topic worthy of research.

An approach to tackling challenges dealing with a collection of so-called “process
variants” is documented in [HBR08]. It is proposed that for a process variant the change
operations that need to be applied to derive it from a base process model are explicitly
stored, rather than keeping only the results of these operations. This is an idea that is
valuable to the area of business process extensibility as well. The mixture of design-time
and run-time considerations as well as the requirement of supporting restricted changes
and the propagation of such changes, position the field of business process extensibility
uniquely with respect to process flexibility and process configuration.

7 Summary

This paper introduced the notion of process extensibility as a new paradigm for cus-
tomizing reference process models and managing their evolution over time. The main
difference with traditional process flexibility approaches arises from the clear separa-
tion of concerns between the reference process owner (vendor) and the owner of ex-
tensions thereof (customer). The tension between customer freedom, when it comes
to reference model adaptation, and the ability to incorporate with relatively low effort
vendor-initiated reference model changes, needs to be carefully balanced. This paper
provided an overview of, and motivation for, the notion of business process extensibil-
ity, positioned this area with respect to related areas such as process configuration and
process flexibility, and identified some of the main unresolved challenges in this area.
The limitation of controlled flexibility presented in this paper is related to the ability
of the vendor to foresee where extensions to a reference model could be needed in fu-
ture. In fact once extension points are set, they should not be changed to avoid losing
synchronization with the customers’ derived models.
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Abstract: This paper proposes a framework of process flexibility based on a view
of processes as design objects. It is represented using the function-behaviour-
structure (FBS) ontology of designing. The paper shows how the FBS ontology
allows extending and generalising recent work on flexibility in engineering design,
and how it allows applying this work to processes. The resulting framework
provides a comprehensive account of process flexibility that subsumes existing
approaches. Finally, the paper presents a specification schema for process
flexibility, illustrated using examples of a property valuation process in the
Australian lending industry.

1 Introduction

Flexible modelling of processes is a key issue for the effective use of process-aware
information systems (PAIS) in dynamic business environments [WSR09]. Factors such
as market or strategy changes, technological innovations and new regulations often
require modifications of a process. Furthermore, unforeseen events in the immediate
environment of the process need to be handled flexibly, such as resource bottlenecks or
effects of unexpected human or system errors. PAIS using process models that are too
rigidly specified are poorly applicable in real-world contexts and are ultimately rejected
by their users.

Research has been concerned with understanding, modelling and implementing the
notion of process flexibility. The taxonomies and methods resulting from these efforts
address a wide range of aspects of flexibility [PV06, RSS06, DN07, Re07]. However,
there is no coherent, comprehensive framework of process flexibility, as most
approaches have been developed independently of each other. An attempt to providing
such a framework has recently been undertaken by [Sc08], proposing a general
taxonomy of process flexibility associated with different realisation approaches.
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Flexibility in PAIS is often viewed as a balance between the freedom to change and the
need for stability [Re07]. This balance is also an inherent characteristic of designing:
Designers aim to change parts of the world through their designs, balancing the use of
their individual perception and creativity, and the need to comply with requirements and
constraints. A view of process performers as process re-designers has been well
described by [Va07]. This paper explores this design view of flexibility, aiming to
establish broader, interdisciplinary foundations for understanding and specifying process
flexibility. This provides the basis for augmenting rather than replacing existing
frameworks of process flexibility.

Section 2 introduces an ontology of designing, the function-behaviour-structure (FBS)
ontology, that can be applied to any object of designing, no matter whether this object is
a physical product, a software product, or a process. The FBS ontology is then used to
extend and generalise recent work on flexibility in engineering design. This provides the
basis for a mapping between the design view of flexibility and existing frameworks of
process flexibility. Section 3 derives a schema for specifying process flexibility based on
the FBS ontology. Examples from the domain of real estate valuation illustrate the use of
this schema. Section 4 concludes the paper.

2 A Design View of Process Flexibility

2.1 The Function-Behaviour-Structure View of Designing

Design objects can be modelled using the FBS ontology [GK04, GK07] that has been
applied to various instances of design objects, including physical products [GK04],
software [Kr05] and processes [GK07].

Structure (S) is defined as a design object’s components and their relationships. It can be
viewed as the final outcome of a design process. In the domain of physical products,
structure comprises the geometry, topology and material of individual components or
assemblies. The structure of software consists of abstract constructs such as classes,
components and pieces of code. In the domain of processes, structure includes three
general classes of components: input, transformation and output [GK07]. The
transformation often consists of a set of sub-transformations, some of which can be
viewed as “micro-level” mechanisms that represent the “materials” of the
transformation. For example, a sequence of activities concerned with logging into an
online banking system, and filling out and submitting a funds transfer form can be
viewed as a process-centred “material” of a payment transformation [Ka08]. Other
“materials” are object-centred; they refer to the agent performing the transformation.
Process-centred and object-centred “materials” map onto Dietz’ notions of realisation
and implementation of a process, respectively [Di06]. Structure encompasses control-
flow, data, resource, and task views of a process [Ka08].
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Behaviour (B) is defined as the attributes that can be derived from a design object’s
structure. They provide criteria for comparing and evaluating different design objects.
An example of a physical product’s behaviour is “weight”, which can be derived (or
measured) from the product’s structure properties of material and spatial dimensions.
Behaviour of software (e.g., a text editor) includes its response time for visualising user
input. It can be derived from software structure and its interaction with the operating
environment. Typical behaviours of processes include speed, cost, precision and
accuracy. They can be derived from process structure; for example, speed can be derived
from (time-stamped) input and output.

Function (F) is defined as a design object’s teleology (“what it is for”). This notion is
independent of the common distinction between “functional” and “non-functional”
properties; it comprises both as they describe the design object’s usefulness for a
stakeholder (or “using system” [Di06]). It should not be confused with the concept of
“transfer function”. Function is ascribed to behaviour by establishing a teleological
connection between a human’s goals and measurable effects of the design object. There
is no direct connection between function and structure. The particular functions of a
design object are ontologically independent of whether the design object’s structure is
conceptualised as a physical product, a software product or a process. For example, the
functions “wake people up”, “be reliable” and “be punctual” may be ascribed to relevant
behaviours of a mechanical alarm clock (i.e., a physical product), a virtual alarm clock
(i.e., software), or a sequence of activities (i.e., a process).

From a high-level perspective, designing can be viewed as decision making. This view
implies the existence of choices [Ge94] that can be represented as alternative values for
the variables of the design. The set of all design variables and their ranges of values form
what is called the design state space, i.e. the space of all possible designs. The design
state space is partitioned into three subspaces: function state space, behaviour state
space, and structure state space, as shown in Figure 1. The three subspaces are
interconnected through the designer’s compiled knowledge of qualitative and
quantitative relationships between function, behaviour and structure. These relationships
are the basis for modelling designing as an activity that aims to produce structure that
exhibits suitable behaviour to which desired function can be ascribed.

Figure 1: Function, behaviour and structure state spaces, and their interconnections
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The notion of a design state space allows understanding designing through the use of
spatial metaphors. Selecting values for a set of design variables can be described as a
process of moving through the design state space. This model of designing is often
referred to as search [Ge94]. However, most designing involves more than moving
through a well-defined space of known design alternatives. It also involves generating
the space in terms of design variables and their ranges of values. This can involve
discarding some previously expected variables or ranges of values, leading to a shift of
the design state space. The notion that addresses these changes is called exploration
[Ge94]. Changes may affect all three subspaces, and changes of one subspace may lead
to changes of a subspace connected to it. For example, a change of the structure state
space may lead to changes of the behaviour state space. This, in turn, may lead to
subsequent changes of the function state space and/or the structure state space.

Expectations about the design problem are fundamental in distinguishing exploration
from search. Exploration reflects changed expectations as the designer learns more about
the design problem by interacting with it [Sc83]. In contrast, the notion of search reflects
unchanged expectations of the design (state space). Some of the initial design
expectations are formulated through explicitly stated requirements. Others arise from the
designer’s understanding of the design object’s socio-technical environment across the
life cycle. The possible change of a design state space from its inception to a later point
in time is presented conceptually in Figure 2. The increasing size of the design state
space is to indicate that a great deal of the knowledge required to produce a design is
constructed during designing [LS93].

Figure 2: A design state space (D) changes between the initial time t0 and a later time ti

The application of the state space concept in PAIS has commonly had a more narrow
focus. It is usually understood only as a representation of the set of possible changes in
the world that may occur during the execution of a process instance, not as a
representation of the set of all possible process designs. Recent work on business rules in
process models [Di08] can be viewed as expanding the scope of state space models of
processes. However, these approaches are limited to the notion of a structure state space,
and do not cover behaviour and function state spaces.

Design state spaces can be represented in many ways. The most common representations
include enumerations of states (e.g., a set of alternative product modules or process
fragments), generative representations (e.g., grammars), constraints, and abstraction
(e.g., using types defined in domain ontologies).
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2.2 Generalising an Engineering Design Approach to Flexibility

Flexibility has been a popular concept in many areas within engineering design. Similar
to process flexibility, it is understood here as the ability of a product or system to handle
change. However, more precise definitions of this notion are often missing [SHN03].
One of the most comprehensive approaches to defining and characterising flexibility in
engineering design has recently been proposed by researchers from the MIT Engineering
Systems Division [RRH08]. This Section provides an overview of relevant concepts of
this work, and expands and generalises them using the FBS ontology. [RRH08] propose
two aspects of flexibility of a design object: change effects, and change mechanisms.

Change effects characterise the difference between the states of a design object before
and after its change. States are described in terms of variables and values that may refer
to any aspect of the design object, including function, behaviour and structure. There are
three categories of change effects: robustness, scalability, and modifiability.

Robustness is the ability to maintain the design object’s required functions without
changing its structure, despite the presence of changes affecting the object’s internal or
external environment [RRH08]. For example, a car may achieve its function of
transportation without changing its design, despite internal changes such as tire abrasion
or external changes such as altered road conditions. Robustness handles change by being
insensitive to it. In fact, it has been understood as a concept that is related but quite
distinct from flexibility [SHN03].

Scalability is the ability to vary the design object’s state in terms of the values of its
variables [RRH08]. For example, varying the length, width and height of a mobile phone
is a scalable change of structure. Varying the speed of a central processing unit is a
scalable change of behaviour. And varying the reliability of an alarm clock is a scalable
change of function. Scalability is captured in the state space representation of designing
as either search (if the change remains within state space boundaries) or exploration (if
the change involves crossing a state space boundary in terms of ranges of values).

Modifiability is the ability to vary the design object’s state in terms of its variables
[RRH08]. For example, the addition of a DVD burning module to a computer is a
modifiable change of structure. Changing a car’s petrol consumption rate to rapeseed oil
consumption rate is a modifiable change of behaviour. And augmenting a mobile phone
with the ability to play MP3 files is a modifiable change of function. Modifiability is
captured in the state space representation of designing as exploration via changing the
set of variables.

Variations of function, behaviour and structure rarely occur in isolation of each other. As
outlined in Section 2.1, a change of one subspace often leads to changes of other
subspaces. The specific ways in which a change propagates across the subspaces
depends not only on given requirements and constraints but also on the individual
expertise and interpretations of the designer. We can view this “design freedom” as an
additional dimension of flexibility, embedded within the notion of change effects.
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Change mechanisms represent different ways of achieving the desired change effects.
[RRH08] propose the number of possible change mechanisms, filtered by a subjective
acceptability threshold for their “cost”, as a basis for quantifying flexibility. Here, “cost”
is an aggregated measure for the consumption of various resources including time and
money.

We can expand the notion of change mechanisms by defining three categories, Figure 3:
design goal achievement, design realisation, and design assessment.

Figure 3: Three categories of change mechanisms: design goal achievement, design realisation,
and design assessment.

Design goal achievement is the ability to vary the activities and resources required for
transforming intended changes of function (∆Fi) into intended changes of structure (∆Si)
via intended changes of behaviour (∆Bi). For example, besides generating design
changes from scratch, one may have the option of reusing previous design knowledge
captured in patterns, best practices, rationale, case bases, prototypes or other forms of
representation. Each of these options requires different technologies and user skills.

Design realisation is the ability to vary the activities and resources required for
transforming an intended change of structure (∆Si) into a realised change of structure
(∆Sr). This includes the allocation of agents (machines or people), their coordination and
any setup tasks required (for example, programming, instructing and training). It also
includes strategies for preventing or mitigating issues, such as downtime and obsolete
work items arising from changes in the realisation.

Design assessment is the ability to vary the activities and resources required for
monitoring, analysing and validating the success (for example, the consistency,
correctness and efficiency) of the change. This includes the methods and tools available
for deriving changes of behaviour (∆Br) from a realised change of structure (∆Sr), and
ascribing changes of function (∆Fr) to these changes of behaviour.
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2.3 Applying the Design View to Process Flexibility

The three categories of change effects (robustness, scalability, and modifiability) and the
three categories of change mechanisms (design goal achievement, design realisation, and
design assessment) can be mapped onto existing research in flexible PAIS.

Robustness maps onto “flexibility by design” [Sc08] or “flexibility by definition”
[SSO01] that is the ability to include multiple execution paths in the process model at
design time. They represent different ways of dealing with anticipated variations and
exceptions occurring in the execution environment. The different paths are selected at
runtime for individual process instances.

Scalability maps onto two categories of process flexibility proposed by [Sc08] that imply
the existence of expected choices. One is “flexibility by deviation” [Sc08] that is the
ability of a process instance to deviate from the original process model (type) without
altering it. It encompasses only changes in the execution sequence of tasks, not the tasks
themselves. We conceptualise the ordering relationships that determine the execution
sequence as a set of interrelated “ports” of the tasks [Go08]. Specifically, every task has
variables for their “inflow ports” and “outflow ports”, and the values of these variables
are pointers to other tasks. Changing the relationships can then be viewed as varying the
values of structure variables. The other category of process flexibility corresponding to
scalability is “flexibility by underspecification” [Sc08] or “flexibility by templates”
[SSO01] via late binding of process fragments to a placeholder. This category of process
flexibility is the ability to execute an incomplete process model by completing it at
runtime, via selection from a pre-defined set of process fragments. The fragments can be
represented as structure variables with Boolean values. A process fragment with the
value “false” means that this fragment is currently not selected. Changing the value to
“true” corresponds to selecting it to instantiate the placeholder. Potential subjects of
scalable change include not only control flow but also other aspects of process structure
[RSS06].

Scalable changes of process function and process behaviour are not included in existing
work on process flexibility. Examples include improving maintainability of a process (a
scalable change of function), and reducing the cost of a process (a scalable change of
behaviour).

Modifiability maps onto two categories of process flexibility proposed by [Sc08] that
imply a shift of expectations. One is “flexibility by underspecification” [Sc08] via late
modelling, which is the ability to construct a new process fragment for a placeholder. It
is best thought of as the generation of a new variable to be introduced in the structure
state space of the process. The other category mapping onto modifiability is “flexibility
by change” [Sc08], which is the ability to modify a process at runtime, in response to
unforeseen circumstances in the execution environment. Here, changes represent new
tasks being introduced and/or removed, affecting process instances and/or process types.
By representing every task as a structure variable, we can model these changes as
modifications of the structure state space. Potential subjects of modifiable change
include not only control flow but also other aspects of process structure [RSS06].
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Modifiable changes of process function and process behaviour are not included in most
existing work on process flexibility. Examples include considering the waste production
of a manufacturing process in addition to other process attributes (a modifiable change
of behaviour), and changing the goal of a transportation process from “people
transportation” to “cargo transportation” (a modifiable change of function). There is
work on using variations of quality goals to generate different configurations of process
structure [e.g., LYM07].

Design goal achievement is addressed by the range of methodologies for process design.
Methodologies differ in their notations, their coverage of different process views, their
technological support, and their ease of use. A number of existing technologies,
including ADEPT1, YAWL, FLOWer and Declare, have been evaluated by [Sc08]
regarding their support for the different change effects.

Design realisation subsumes migration strategies for running process instances, and
mechanisms for version, access and concurrency control, which are described in
[WRR08]. Design realisation also includes methods and technologies for communication
and “setup” (instructing, training, etc.).

Design assessment includes methods and technologies for analysing correctness,
consistency, efficiency, traceability, usability and other process quality attributes, which
are described in [WRR08].

3 Specifying Process Flexibility

3.1 A Schema for Process Flexibility

The framework presented in Section 2 can be used as the basis for a schema for flexible
process specification, whose central notion is the design state space with its three
subspaces for function, behaviour and structure. We have presented this notion as the set
of all possible designs based on the expectations and experience of the individual
designer. When we adopt a prescriptive stance, a design state space becomes the set of
all “permitted” designs according to specifications given to the process designer. Here,
the boundaries of the design state space, both in terms of the specified set of variables
and their ranges of values, represent requirements that may be socially enforceable. In
fact, the specified design state space represents a “normative restriction of design
freedom” [Di06].

On the other hand, as shown in Figure 2, parts of the initial specification of a design state
space may be relaxed over the course of designing, resulting in a new design state space
with modified boundaries. Therefore, different degrees of “normative strength” of the
state space boundaries should be made explicit to specify what parts of the space may be
changed and what parts must not. This can be realised by associating individual design
variables and their ranges of values with modality attributes such as “mandatory” and
“optional” (or a finer-grained set of attributes such as proposed by [BS06]).
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Table 1 shows the resulting specification schema. The columns represent FBS level,
state space, and modality. The contents of the white boxes in this Table are suggested
approaches to representing these notions in a way that is easy to comprehend for readers
of this paper. This is the reason why we use abstraction for representing the structure
state space, despite the lack of well-defined, formal domain ontologies for most PAIS.
Abstraction is also likely to be useful in phases of requirements elicitation and process
definition, where domain experts negotiate a common, high-level view of the process.
More formal representations, such as declarative (constraint-based) notations of process
structure, are certainly needed in the later phases of process execution and process
analysis.

Table 1: A specification schema for process flexibility

FBS level State space Modality

F Enumeration
of functions [mandatory, optional]

B Constraints [mandatory, optional]

S Abstraction [mandatory, optional]

The schema can be used for specifying not only change effects but also change
mechanisms. This is because change mechanisms can themselves be viewed as design
objects that can be described using the FBS ontology. Change effects and change
mechanisms are then represented in two separate sets of specifications but using the
same schema. However, in practice only few aspects of change mechanisms are
specified explicitly. These are typically aspects related to design realisation, rather than
design goal achievement and design assessment. As outlined in Section 2.1, these
aspects can be captured as “materials” of process structure.

3.2 Examples

This Section demonstrates the use of the specification schema for a number of (sub-)
processes in the context of property valuation (short: valuation) in the Australian lending
industry. Figure 4 shows a simplified model of the valuation process in BPMN (Business
Process Modeling Notation; see www.bpmn.org). The process starts when the valuation
company receives a request from a lender (e.g., a bank) to assess the market value of a
specific property. An employee (called the “valuer”) is then assigned to perform the
valuation by inspecting the property and preparing a valuation report that contains the
estimated market value of the property. After that, the valuation report is sent to the
lender, and, concurrently, an invoice is sent. Upon receipt of payment, the valuation
process terminates. This process model is assumed to be fixed; we will specify flexibility
only for some of the sub-processes in this model.
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Figure 4: Top-level model of a property valuation process

Figure 5 shows the details of the sub-process “Perform Valuation”. It includes multiple
paths that handle cases in which valuation fees need to be renegotiated due to
complicated site conditions, such as irregular building shapes or slopes. This is an
example of robustness, as the designed process structure is insensitive to changes in
(external) site conditions.

Figure 5: Sub-process “Perform Valuation”

Flexibility within the valuation process can be specified using annotations that are
structured according to the schema in Table 1. Figure 6 shows three examples.

Figure 6: Examples of specifications of sub-process flexibility within the valuation process
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Example 1 in Figure 6 is a flexible specification of the sub-process “Perform
Valuation”. Here, scalable changes of process behaviour are allowed within the
mandatory range of values specified for “time”. The set of process structures that can
produce these variations are specified as a mandatory “structural type” referencing
“deferred fixing”, which is an exception-handling pattern proposed by [Le08]. The basic
idea behind this pattern is that an exceptional situation (here, the complicated site
conditions) is identified and recorded, but dealt with (here, by renegotiating fees) later in
the process. This abstract description leaves room for various changes in the execution
sequence, all of which are scalable changes of process structure. One instance of process
structure consistent with this specification was shown in Figure 5. Another instance is
shown in Figure 7; here, the position of the fee renegotiation activity within the sub-
process is altered. The specification in this example does not constrain the change
mechanisms that can be chosen to realise the change effect.

Figure 7: Sub-process “Perform Valuation”, alternative process structure

Example 2 in Figure 6 is a flexible specification of the sub-process “Assign Valuer”.
Behaviour is again specified as a mandatory range of values for “time”. Structure
includes an optional “structural type” referencing a “top-down selection” procedure such
as shown in Figure 8. Suppose we want to drastically reduce the time behaviour to, say,
1 hour instead of 1 business day. This scalable change of behaviour requires a change of
structure that is likely to exceed the limits defined in the specification of structure. Since
the modality attribute of the structure is “optional” rather than “mandatory”, modifiable
changes can be made resulting in a process structure such as shown in Figure 9. Here,
the “top-down selection”-type is substituted with a “bidding”-type process structure that
can more quickly identify those potential valuers that are currently located near the
property to be valuated. This process is inspired by the way taxi companies dynamically
assign incoming customer requests to specific drivers. This change of process structure
requires further changes such as the development and implementation of appropriate
information and communication technologies (not shown in the BPMN model). The
mechanism for design realisation is specified as a “migration type” that refers to a
mandatory “proceed” strategy [Sc08] for migrating existing process instances.

Figure 8: Sub-process “Assign Valuer”, using a “top-down selection”-type process structure
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Figure 9: Sub-process “Assign Valuer”, using a “bidding”-type process structure

Example 3 in Figure 6 is a flexible specification of the sub-process “Send Valuation
Report”. Here, only the principal function is specified, leaving a great deal of freedom
for designing the sub-process. Suppose the designer wants to make a modifiable change
of function by including an additional function “provide interoperable data”. This is a
very realistic scenario as the Australian lending industry is moving towards
interoperable, straight-through processing based on the standard Credit Application
Language (CAL) currently being defined by the LIXI consortium (Lending Industry
XML Initiative; see www.lixi.org.au). The additional function may lead to a new
behaviour variable termed “LIXI compliance”, and new structure variables including
“output file type = XML” and “output vocabulary type = CAL”. These are modifiable
changes of behaviour and structure. The example does not specify any constraints on
how these changes are to be realised in terms of change mechanisms.

4 Conclusion

A design view of process flexibility leverages a characteristic that is inherent in the
nature of designing: the capacity to operate within a space of alternatives that is
generated based on not only a set of requirements but also the designer’s individual
understanding of the problem. The framework presented in this paper expands and
generalises a recent approach from engineering design, using a domain-independent
ontology of designing. Current approaches to modelling process flexibility fit in this
framework, but fall short of covering essential aspects including function and behaviour.
These aspects capture “what should be done without specifying how it should be done”
[PV06] in a more comprehensive way than existing declarative approaches that are
limited to process structure. The design view provides a unifying framework that brings
together different research streams in flexible PAIS, most of which can be categorised as
focusing on either change effects or change mechanisms.

The proposed specification schema can be used to define the flexibility of a process at
different design-ontological levels and with different degrees of “normative strength”. It
supports the view of stakeholders as designers or re-designers of the process, while
constraining their design activities using a necessary and sufficient set of specifications.
The examples in this paper demonstrate a range of process designs that can be generated
based on different process specifications. One issue that is not addressed here is the need
to move from one state space representation to another. The light-weight approach we
utilised for representing structure state spaces is useful for high-level communication
among domain experts; however, for process implementation a more formal approach is
needed based on well-defined domain ontologies and executable process notations.
Progress in this area is likely to draw on research in process patterns [Va03],
configurable process models [Go08] and semantic business process management
[We07].
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There are opportunities to expand the design view of process flexibility, using further
analogies from engineering design. One research direction may focus on the qualitative
relationships between function, behaviour and structure state spaces. Capturing them can
guide process designers realising desired changes of function through appropriate
changes of behaviour and structure. For example, research in product family design
maps different types of product families (that can be modelled as sets of scalable or
modifiable behaviours and structures) onto strategies for targeting different market
segments (that can be modelled as sets of scalable or modifiable functions) and onto
different manufacturing paradigms (that can be modelled as design realisation options)
[MF07]. Research in PAIS is likely to benefit from further investigation of these
analogies, as they allow tapping into well established methodologies of flexibility from
various domains.
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Abstract: Integrated process support is highly desirable in environments where data
related to a particular (business) process are scattered over distributed, heterogeneous
information systems (IS). A process monitoring component is a much-needed module
in order to provide an integrated view on all these process data. Regarding process data
integration, access control (AC) issues are very important but also quite complex to be
addressed. A major problem arises from the fact that the involved IS are usually based
on heterogeneous AC components. For several reasons, the only feasible way to tackle
the problem of AC at the process monitoring level is to define access rights for the
process monitoring component, hence getting rid of the burden to map access rights
from the IS level. This paper discusses requirements for AC in process monitoring,
which we derived from our case studies in the automotive domain. It then presents
alternative approaches for AC: the view-based and the object-based approach. The
latter is retained, and a core AC model is proposed for the definition of access rights
that meet the derived requirements. AC mechanisms provided within the core model
are key ingredients for the definition of model extensions.

1 Introduction

In order to streamline their way of doing business, today’s companies are dealing with a

number of processes involving different domains, organizations, and groups. As discussed

in [BRB05], an integrated process support is highly desirable in such an environment

where data (e.g., audit trails and reports) related to a particular process (instance), and with

different degrees of sensitivity, are often scattered over heterogeneous information systems

(IS) (cf. Fig. 1). A process monitoring component is a much-needed module in order to

provide an integrated view on all these data [JHBK04, Mue01]. Despite its importance,

many existing process-aware IS [Wes07] do not offer such a component. Specifically, a

process monitoring component is responsible for displaying the status of process instances,

for dispatching specific activities to corresponding actors, and so on.

Different user groups or roles (e.g., technicians, managers) usually have different per-

spectives over processes and related data. Therefore, adequate views need to be provided

[BRB07]. This is of particular importance when dealing with complex, long-running busi-
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ness processes with dozens up to thousands activities. In the context of process data in-

tegration and process monitoring [JHBK04], in addition, access control (AC) issues are

very important to be addressed. However, a major problem is that involved IS are usually

based on different AC components implying facts such as 1) heterogeneity regarding the

meta-models based on which organizational models and related access rights are defined

(e.g., users/groups and actors/roles), 2) different notions for the same entity/entity type

(e.g., user and actor), and 3) non-registration of particular user(s) in all of the involved IS.

technicians manager

monitoring/visualization layer

entire process

%"
!
$

Audit trails & reports

#! %" $

process A process B process C

AC module 1

CADWfMSPDM

Information systems AC module 2 AC module 3

Figure 1: Process Data Integration with Multiple Perspectives

To preserve integrity of AC information, AC constraints applied at the process monitoring

level should be consistent with the constraints set out by the different IS. However, it has

turned out that the integration of heterogeneous AC components is difficult to achieve for

several reasons: 1) Access rights are not always explicitly described, but might be “hard-

coded”, and hence difficult to retrieve; 2) AC modules do not always provide interfaces

(i.e., APIs) in order to facilitate the access to information about AC rules (“black-box”

AC modules); and 3) Rights at the IS level mainly deal with process definition and exe-

cution, and have been not designed for the monitoring of process data by different users.

Process definition and execution require administration rights, permissions to create new

instances, delegation rights, rights to work on specific activities, and rights to change pro-

cesses [WRWR05]. By contrast, monitoring requires rights to visualize specific process

activities, to display specific activity attributes, or to show different abstractions on a pro-

cess (cf. Fig. 2a+b). Taking this into account, the only feasible way to tackle the problem

of AC at the process monitoring level is to (re-)define AC rights for the process monitor-

ing component, hence getting rid of the burden to inherit AC rights from the IS level. Of

course, if possible, existing AC rights at the IS level should be automatically mapped to

the ones at the process monitoring level, but we cannot assume this in general. Explicitly,

specifying AC rights at the monitoring level also makes it possible to define them at a

finer-grained level when compared with what is already defined at the IS level.
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This paper discusses requirements relevant for the definition of such AC rights. These re-

quirements have resulted from case studies we conducted in the automotive domain.1 We

propose approaches for AC, mainly a view-based and an object-based one. The retained

solution (i.e., the object-based approach) is used as backbone in order to provide a com-

prehensive core AC model. This model allows for the (compact) definition of AC rights at

a fine-grained level. Moreover, AC rights are meant to meet the spectrum of confidential-

ity possibly defined on process data. Proposed AC mechanisms will be key ingredients in

future definitions of extended AC models for process monitoring.

Section 2 discusses basic notions by distinguishing between model and instance level.

Section 3 exposes the major requirements identified. Two alternative approaches for AC

are studied and compared in Section 4. In Section 5, we introduce our logical AC model.

Section 6 discusses related work and Section 7 concludes with a summary and an outlook.

2 Basic Considerations

Generally, we distinguish between model and instance level (cf. Fig. 2). The former gath-

ers different kinds of enterprise models such as organizational models, functional models,

data models, IT-system models, and process models. Each of the first four models gives

input to the process model defined as a set of one or more linked activities, which col-

lectively realize a business objective. Specifically, these activities are carried out, in a

coordinated way, by different processing entities (incl. humans and software systems) to

reach a goal, such as changing the design of a car, delivering merchandise, or operating

a patient. User- and pre-defined attributes may be associated with process models or ac-

tivities (e.g., costs, needed resources). Examples of frameworks supporting the integrated

modeling of the different enterprise aspects include ARIS and Adonis.

In Proviado [BRB05, BBR06, BRB07], at the model level, we focus on the secure visu-

alization of data related to a particular process model. Other kinds of models have not

been considered for visualization yet, but will be added later on. Different types of data

may be involved in a process model such as process relevant data and application data

[Wes07]. We are particularly interested in providing a secure way to visualize application

data. These data are in general strictly managed by the application(s) supporting the pro-

cess model. At the instance level, we focus on the secure monitoring of running process

instances. A process instance is defined as the representation of a single enactment of a

process model (i.e., a concrete business case) [Wes07]. Concepts such as user worklists

(i.e., lists of work items derived from process instance activities), activity execution state

(e.g., Running), and activity execution cost are associated with the instance level.

At model and instance levels, different kinds of rights need to be defined; e.g., administra-

tion rights, data access rights, permission to create instances from a given process model,

rights to execute a particular work item, or delegation rights. At the model (instance) level,

the visualization (monitoring) of user-adapted views derived from specific process models

1In the Proviado project [BRB05, BBR06, BRB07], we are aiming to propose a solution for visualizing in a

secure way data related to a particular process or to a collection of processes.
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Figure 2: Basic Considerations

(instances) is required. These views must take into account access rights of the involved

user. Access rights may be defined on different aspects related to the model and instance

levels; e.g., process model, activity, process instance, activity instance, data elements, pre-

and user-defined attributes, attribute current value, and attribute history.

3 Access Control Major Requirements

We conducted case studies in the automotive domain in which we studied processes like

car engineering, change management (cf. Fig. 3a) and release management. As fruit of

these case studies, we derived major requirements for AC in process monitoring.

Requirement 1 (Definition of AC rights at a fine-grained level). AC rights for process

monitoring should meet the spectrum of confidentiality defined on data related to a partic-

ular process. Moreover, they should be definable on different aspects/objects of the model

and instance levels (e.g., the process itself and its activities, attributes, and data elements).

• Requirement 1.1 (Meeting a spectrum of confidentiality). A distinction should be

made between at least three levels of confidentiality: a first level in which all avail-

able information can be accessed, a second one where only high-level information

can be accessed, and a third one where no information is available at all. Consid-

ering the process of managing change requests (cf. Fig. 3a), for example, we may

think about a (pre-defined) attribute e.g., activity cost) associated with a specific ac-

tivity (e.g., generate expertise). Such an activity may require a “two days

by person” cost to be accomplished. One may have the right to access this infor-

mation (i.e., the exact value of the attribute), to access abstracted information such

as “less than one week (i.e., less than five days by person)”, or to access nothing.
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The spectrum of confidentiality may also be restricted to only two levels: “give” or

“don’t give information”. In change management for example, an external partner

may design part of the car; internally, a verification of this component may be done

before it is integrated with the overall design of the car. The external partner might

or might not have the right to know about the existence of the verification activities.

• Requirement 1.2 (AC rights definable on different objects of the model / instance

levels). We define “object” as entity of a process model / instance; e.g., an expertise

document produced as output of a generate expertise activity is considered

as data object. The generate expertise activity itself as well as the change

request (CR) process model are considered as two different objects. Moreover, a

group of objects is also an object; e.g., AC rights may be defined 1) on all running

CR process instances, or 2) on specific ones.

Figure 3: Automotive Domain – (a) Simplified Process of Dealing with Change Requests (CR), (b)
Different Views on CR Process

Requirement 2 (Definition of static AC rights). We distinguish between “static” AC

rights that are independent from the execution of a process instance, and “dynamic” AC

rights for which this is not the case. The latter are based on elements such as activity status

and control principles (e.g., separation of duties, dual control, and inter-case constraints)

[SM02, BE01]. Regarding our CR process, a person from a specific department (e.g., mo-
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tor eng.) responsible for generating expertise might not be allowed to access the expertise

document generated by the other departments (car body eng. and electronic eng.) unless

she finishes generating her own expertise. This paper focuses on static AC rights.

Requirement 3 (Usability and maintainability of AC rights). AC rights should be sim-

ple to define and easy to maintain. As discussed in [TAP05], a challenge is to balance col-

laboration and flexibility; i.e., we need to ensure that the advantages provided by process-

aware IS are not reduced by AC rights too rigidly defined. For this purpose, abstractions

are required at the objects’ level. In order to specify AC rights at different levels of gran-

ularity, we need to define hierarchies on objects; e.g., it might be reasonable to authorize

a manager to access all running CR process instances. However, regular users might only

have access to specific CR instances (e.g., CR initiators only have the right to access CR

process instances that correspond to change requests initiated by them).

Table 1 gathers major requirements identified. The ones highlighted (i.e., R1, R2, and R3)

are addressed by the solution proposed in Section 5.

Table 1: Access Control Major Requirements
Requirements Requirements’ description

R1 Definition of AC rights at a fine-grained level

R1.1 Meeting a spectrum of confidentiality

R1.2 AC rights definable on diff. aspects of the mod./inst. levels

R2 Definition of static AC rights

R3 Usability and maintainability of AC rights

R4 Definition of dynamic AC rights
R5 Definition of AC rights on the visualization of a collection of processes
R6 Definition of AC rights for the look-ahead problem
R7 Completeness of the AC component

4 Candidate Solution Approaches for Access Control

Among a list of possible AC approaches, we feature two candidate solutions that we study

and compare: the view- and the object-based approach. In both approaches we follow

the main idea proposed by a generalized AC approach; i.e., RBAC (Role-Based Access

Control) [FSG+01], in which AC rights are not directly linked to concrete users, but to

roles. The view-based approach consists of defining one basic view per user role; this view

implicitly reflects the AC rights of the role over a process by only showing the information

to be accessed by users with the respective role. The object-based approach consists of

defining, for each role, AC rights on the different aspects of a process (e.g., activity, activity

attributes, process instance). Section 4.1 illustrates the two featured approaches. Section

4.2 then summarizes their advantages and drawbacks. This helps us to clearly motivate the

object-based approach as the one retained and elaborated in the following.

4.1 Description of Solution Approaches

View-based Approach. Considering a particular process model such as the CR process

(cf. Fig. 3a), a number of views could be (manually) defined on this process. Each of them

would then reflect the information accessible for users with a particular role. Access rights
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over the process may be derived implicitly from each view. Suppose the following views

are defined on the CR process (cf. Fig. 3b): (View 1) High-level view on CR process,

(View 2) View on expertise activities of CR process, and (View 3) View on request
activities of CR process. Then one basic view per role may be defined: (“general man-

ager”, View 1), (“CR manager”, View 2), and (“engineer”, View 3). Each of the views

implicitly reflects the read access rights of the particular role:

• A general manager may access high-level activities like initiation, expertise,

evaluation, commenting, and so on.

• CR managers may access activities request expertise, request evaluation,

request comments, instruct realization, and conclude CR.

• Engineers may access concrete activities request expertise and generate
expertise.

Object-based Approach. It consists of explicitly defining an extensible set of access

rights for each role:

• (“general manager”, {initiation, expertise, evaluation, commenting,

approval, realization, conclusion}, Read)

• (“CR manager”, {request expertise, request evaluation, request
comments, instruct realization, conclude CR}, Read)

• (“engineer”, {request expertise, generate expertise}, Read)

A view may then be generated for a specific user based on the access rights associated with

the role(s) played by this user. As an example, a view such as View 3 illustrated in Fig. 3b

would be generated for motor engineer John Smith.

4.2 Solution Approaches: Advantages and Drawbacks

View-based Approach. The most obvious advantage comes from the fact that an existing

concept (e.g., View Definition Language [Bob08]) can be explicitly reused in order to

reflect the access rights over processes. Hence, there is no need for defining a new AC

language assuming that the process-aware IS clearly supports a View Definition Language

[Bob08]). However, three drawbacks can be identified:

Costly maintenance of views: Consider a process model P together with the views derived

from it. Suppose a modification is brought to P: (1) the views affected by this change have

to be identified possibly among a large number of existing views; (2) the identified views

have to be adapted to reflect the change of P. This adaptation should be done without any

failure; (3) the adapted views imply an implicit modification over AC rights.

Complexity of views combination: Since a user may play more than one role (e.g., John

Smith being a general manager as well as a motor engineer), we must be able to combine

multiple views (e.g., View 1 and View 3). The resulting view, automatically generated or
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manually modeled out of multiple views, will be shown to the user. On the one hand, we

are facing a combinatorial problem (i.e., the different ways of arranging views in order to

combine them). On the other hand, conflicts may exist between access rights reflected by

the views to be combined. Such conflicts, first, must be detected, and second, be solved,

probably by applying specific conflict resolution policies [dVSJ05, JSSS01].

Occurrence of redundant information due to lack of abstraction: Suppose that a specific

role R has access, among other things, to a specific activity A in all processes involving A.

Using the view-based approach, this access right would be reflected by showing A within

all the views respectively defined on the processes containing A. This leads to redundant

information due to the definition of access rights at the level of process models, not involv-

ing functional models (cf. Sect. 2). The redundancy of information is an issue not only for

the view-based approach, but for other approaches as well, as long as the notion of abstrac-

tion is missing (e.g., at the level of activities). However, redundancy has more impact in

conjunction with the view-based approach than in conjunction with the object-based one.

Object-based Approach. The main advantage of this approach is threefold. Indeed, the

drawbacks identified for the view-based approach appear to be advantages here. First,

there is no maintenance of views; the cost behind the maintenance operation is abolished.

Second, views have not to be combined and hence the complexity behind this operation

does not exist. Third, if it is possible to define different levels of abstractions on objects,

this will reduce redundancy when specifying access rights. The object-based approach

may be criticized for not being intuitive since AC rights, instead of basic views, are initially

defined for each role. However when compared with the drawbacks of the view-based

approach, we voluntarily accept this only criticism, and select the object-based approach

in order to elaborate the core solution for our logical AC model.

Table 2 summarizes the most important criteria that play either in favor of or against each

of the considered approaches. As we can see, among five criteria, three play in favor of the

object-based approach, while only one criterion plays in favor of the view-based approach.

Table 2: Comparison of the View-based and Object-based Approaches
Criteria/Approaches View-based Object-based

Ease of AC rights definition + -
Ease of AC rights maintenance - +
Ease of conflicts resolution - -
Ease of AC rights combination - +*
Redundancy-free - +

+ Criterion plays in favor of the approach
- Criterion plays against the approach
* This criterion is reduced to the “Ease of conflicts resolution” criterion

5 An Access Control Model

An AC model for process monitoring must allow to restrict access to authorized users

only. Sect. 5.1 presents our formal framework for defining and manipulating AC rights.

Sect. 5.2 and Sect. 5.3 discuss AC model extensions for coping with the problem of users

playing multiple roles, and for addressing usability and maintainability issues.
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5.1 Core AC Model

The specification of an AC module at the process monitoring level requires, first and fore-

most, the definition of access rights. A first step towards meeting Req. R1 (cf. Table 1)

consists of defining access rights on attributes associated with specific process aspects that

we call objects. Activities, process models or process instances are examples of accessed

objects; attributes, indeed, reflect fine-grained characteristics of such objects. For this

purpose, we first formally define the link between an object and its associated attributes.

Definition 1 (Set of Attributes Associated with an Object) Let ObjSet and AttSet respec-

tively be the set of objects and the set of attributes involved in the process monitoring com-

ponent. Then function attributeSet determines all attributes associated with an object obj

∈ ObjSet. Formally: attributeSet: ObjSet .→ AttSetP with ∀att ∈ attributeSet(obj): att

is a valid attribute defined on obj.

We associate with every object involved in the process monitoring component a set of

attributes. Formally: ∀obj ∈ ObjSet: attributeSet(obj) ⊆ AttSet

In order to illustrate Def. 1, we reconsider the process from Fig. 3a. For the sake of

simplicity, we only retain the concrete concept of activity instead of the generalized one

of object. Let ObjSet = {request expertise, generate expertise, request
evaluation, provide evaluation, request comments, provide comments}
be a set of activities involved in the CR process. Let further AttSet = {Att1, Att2, Att3,

Att4, Att5} be the set of attributes involved in the CR process. Taking into account Def.

1, suppose that the set of attributes associated with each activity is captured as follows: at-

tributeSet(req. expertise) = {Att1, Att3}; attributeSet(gen. expertise) =

{Att1, Att2, Att4, Att5}; attributeSet(req. evaluation) = {Att1, Att3}; attribute-

Set(prov. evaluation) = {Att1, Att2, Att5}; attributeSet(req. comments) =

{Att1, Att3}; attributeSet(prov. comments) = {Att1, Att2}. We may think of Att1
as the activity status that could take values from the set {NotActivated, Activated,

Running, Completed, Skipped}. Att2 may be the starting date/time of an activity.

Att3 could be the employee black list with possible values {Yes, No} specifying whether

this list should be taken into account (or not) when employees are chosen to work on a spe-

cific task (e.g., generate expertise). If this list is taken into account, employees on

black list may be excluded from those that may work on the task.

Based on Def. 1, we retain two types of information that may be checked/read: the exis-

tence and the value of an object’s attribute. We distinguish between two different spectra

of confidentiality defined on this information: 1) “Allow”/“don’t allow” to check existence

of an attribute within an object; 2) “Allow”/“don’t allow” to read the value of an attribute

within an object, or allow to read another form of the value. From this we derive Def. 2.

Definition 2 (Access Control on Existence/Value of Attribute) Let (obj, att) (obj ∈ Ob-

jSet, att ∈ attributeSet(obj)) denote an attribute att associated with object obj. Then

Existobj,att determines whether it is allowed for someone (or not) to check the existence

of attribute att within object obj; V alobj,att determines whether it is allowed for someone
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(or not) to read the value of attribute att within object obj. Formally:

Existobj,att :=

{
0 if not allowed to check existence of att within obj

1 if allowed to check existence of att within obj

V alobj,att :=




0 if not allowed to read value of att within obj

1 if allowed to read only another form of value

2 if allowed to read value of att within obj

Back to our example from Fig. 3a, suppose role “engineer” has the following access

rights on the CR process: access to activities request expertise and generate
expertise, access to the value of Att1 and to another form of the value of Att2, and

access to the existence of Att3 within request expertise. Taking into account Def.

2, the AC on the existence/value of the different attributes can be captured as follows:

V algenerate expertise, Att1 = 2, V algenerate expertise, Att2 = 1,

V alrequest expertise, Att1 = 2, Existrequest expertise, Att3 = 1

By default, we may suppose that the closed policy, considered as a classical approach for

AC [Cas95], applies. If not specified otherwise:

V alobj,att = 0 and Existobj,att = 0, ∀ obj ∈ ObjSet, att ∈ attributeSet(obj)

In this context, two classical approaches for AC are discussed in literature [Cas95]: closed

policy where positive rights need to be specified explicitly, and open policy where negative

rights need to be specified explicitly. The closed policy approach is known to ensure better

protection than open policy. In the latter, the need for protection is not strong: by default,

access is to be granted. Intuitively, we may also suppose that a specific operation prevails

on another (cf. Fig. 4); e.g., whenever it is allowed to read the value of an attribute, this

implies that it is also allowed to read another form of the value, and to check the existence

of the attribute. Note that positive rights prevail on negative ones, i.e., positive rights are

on bottom of the scale in Fig. 4. This is because of the closed policy adopted. Taking into

account this scale, the following set of access rights is retained:

V algenerate expertise, Att1 = 2, V algenerate expertise, Att2 = 1,

V alrequest expertise, Att1 = 2, Existrequest expertise, Att3 = 1,

Existgenerate expertise, Att4 = 0, Existgenerate expertise, Att5 = 0,

ExistActivity, Attribute = 0, ∀ Activity ∈ ObjSet \ {request expertise,

generate expertise}, Attribute ∈ attributeSet(Activity)

Figure 4: Prevailment of Access Rights
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AC rights being clearly defined, we present now a mechanism consisting of two functions

that respectively return 1) whether or not an attribute is associated with an object, 2) the

exact value or an abstraction of the value of an attribute.

Definition 3 (Existence/Value of Attribute) Let (obj, att) (obj ∈ ObjSet, att ∈ attribute-

Set(obj)) be an attribute associated with an object. Let Val be a function on ObjSet ×
AttSet, Val: ObjSet × AttSet .→ DomAttSet ∪ {Undefined}. Val reflects for each (obj,

att) ∈ ObjSet × AttSet its current value from domain DomAttSet or the value “Undefined”

if att has not been written yet. Let FunctionSet be the set of functions that can be applied

on the value of an attribute in order to provide another form of this value. For defining the

specific function that can be applied on a specific attribute, we need the function:

fa: ObjSet × AttSet .→ FunctionSet ∪ {Undefined} which maps each couple (obj, att)

∈ ObjSet × AttSet to a specific function from FunctionSet or to “Undefined” if att )∈
attributeSet(obj) or no function is defined.

Then, f returns either the name of attribute att within object obj, or “Undefined”; h de-

termines either the value or another form of the value of attribute att within object obj, or

“Undefined”. Formally:

f: ObjSet × AttSet .→ AttSet ∪ {Undefined}

with f(obj, att) :=

{
att if Existobj,att = 1 ∧ att ∈ attributeSet(obj)
Undefined otherwise

h: ObjSet × AttSet .→ DomAttSet ∪ DomFunctionSet ∪ {Undefined}

with h(obj, att) :=




Undefined if V alobj,att = 0
fa(obj, att)(V al(obj, att)) if V alobj,att = 1
V al(obj, att) if V alobj,att = 2

DomAttSet =
⋃

att∈AttSet Domatt

DomFunctionSet =
⋃

fct∈FunctionSet Domfct

If we go back to our example, applying Def. 3 would lead to the following existence/value

of the different attributes:

h(generate expertise, Att1) = V al(generate expertise, Att1)

f (generate expertise, Att1) = Att1

h(generate expertise, Att2) = fa(generate expertise, Att2)

(V al(generate expertise, Att2))

f (generate expertise, Att2) = Att2

h(request expertise, Att1) = V al(request expertise, Att1)

f (request expertise, Att1) = Att1

h(request expertise, Att3) = Undefined
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f (request expertise, Att3) = Att3

h(Activity, Attribute) = f (Activity, Attribute) = Undefined

for all other combinations of activities and attributes

The result of applying Def. 3 on our CR process, taking into account specific access rights

assigned to role “engineer”, is illustrated in Fig. 5.

electr. eng. !
generate Activity status = “Completed”

Starting date = “Last week”
Activity status = “Running”
Starting date = “This week”
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body eng. #
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Figure 5: View on CR Process Provided to Role “Engineer”

5.2 Extended AC Model - Users Playing Multiple Roles

In this section, we recognize and point out the fact that a user may play more than one role

leading to inconsistencies between the AC rights associated with each of the different roles.

As example, a user may play roles “manager” and “engineer”. On the one hand, engineers

may not be given access to private information. On the other hand, managers may need

to access private documents, and access to such information may be given to them. In

this context, a number of conflict resolution policies are discussed in literature [dVSJ05,

JSSS01, FGS94, SD92]. None of them represents “the perfect solution”. Whichever policy

we take, we will always find one situation for which it does not fit. [dVSJ05] states some

problems of the different policies in conjunction with specific scenarios. Interestingly,

conflicts may result either from explicitly defining negative AC rights, or from applying

the closed policy. In the latter case, a simple solution approach may be to neglect negative

AC rights derived from the used policy. Conflict resolution policies should be applied in

the former case. For lack of space, we abstain from discussing this matter here.

5.3 Extended AC Model - Compact Definition of AC rights

So far, we have expressed that a certain attribute is allowed to be accessed (or not) within

a certain object, particularly a certain activity. However, we must also be able to state

within which processes this is allowed, i.e., what is the context of the AC to be defined.

Candidates for the context are the entire process monitoring component (All), a group

of process models, a particular process model, a group of process instances related to a

particular process model, and a process instance.

The example elaborated in Section 5.1 presents a set of AC rights defined on a spe-
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cific process model: CRM . We may think of the following representation: (CRM ,

V algenerate expertise, Att1 = 2) stating that the value of Att1 from activity generate
expertise is allowed to be read within process model CRM . Suppose that AC rights

are defined on a set of process models (e.g., M1, M2, M3). This would lead to a set of

couples: (M1, V algenerate expertise, Att1 = 2), (M2, V algenerate expertise, Att1 = 2), (M3,

V algenerate expertise, Att1 = 2). Hence, we recognize the need for abstraction at the ob-

jects’ level in order to compact the definition of AC rights reducing redundancy as much

as possible. Therefore, one feasible way is to organize objects hierarchically (cf. Fig. 6):

“All” at the top level, “Group of process models” at the next level down, “Process model”

at the level just after, etc., and to propagate AC rights top-down. This allows us to meet the

AC rights usability and maintainability requirement (cf. R3 in Table 1). Going back to our

example, a group of process models GM = {M1, M2, M3} would be defined, and the set of

three couples would be reduced to the following couple: (GM , V algenerate expertise, Att1

= 2). This approach would also simplify the definition of exceptions; e.g., it would be

easy to express that no restrictions exist at all regarding accesses within any of the defined

processes except the following: no accesses are allowed to activity approve CR within

the CR process model. This would be reduced to: (All, V alAll, All = 2) (i.e., access is

given to everything in order to bypass the closed policy), and (CRM , Existapprove CR, All

= 0) (i.e., access is retrieved from approve CR within CRM ).

All

Group of
process

Group of
process

Instantiated from
Inherited fromprocess

models
process
instances

GM = {M1 ,M2 , M3}

Note: Activities and Attributes
come down in the hierarchyCRM

Process Model Process Instance

Figure 6: Objects’ Hierarchy

6 Related Work

The provision of adequate security mechanisms is indispensable for any IS. Particularly,

in the context of process-aware IS such as ADEPT [RDB03], approaches have been pro-

posed for dealing in a secure way with specific issues related to process management.

As an example, Weber et al. propose an extension to RBAC in order to support pro-

cess changes safely [WRWR05]. In the CEOSIS project, Rinderle and Reichert address

changes that may occur within organizational structures [RMR07]. They discuss how to

support such changes, and how to adapt access rules when the underlying organizational

model is changed [RMR08, RMR09]. However, to our best knowledge, no research work

has yet addressed the problem of fine-grained AC in conjunction with process data inte-

gration and process monitoring [Mue01, JHBK04]. This also applies in respect to existing

process performance management tools (e.g., ARIS PPM).

Some of the aspects retained in this paper have already been introduced by others. The

fine-grained control was discussed in [TAP05] as one of the collaborative environment
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factors that determine the usability of a specific AC model. The authors argue that it is not

sufficient to define AC rules only for groups of users on clusters of objects. A user might

need a specific permission on an instance of an object at a particular point (i.e., time) in the

collaboration session. In our approach, we were more explicit when defining AC rights at

a fine-grained level: 1) we introduced the spectrum of confidentiality concept that would

reflect the “specific” permission to grant or to revoke, and 2) we hierarchized objects such

that AC rights may be defined in a compact way on the different aspects of the process

model and instances. In [TAP05], no details are given regarding time (i.e., a permission is

valid only for a specific time space). This is an interesting point to be further investigated.

In the context of adaptive process-aware IS, Weber et al. propose the definition of process

type dependent AC rights [WRWR05]. Only change commands that are useful within a

particular context are allowed. This idea can be compared to our approach of specifying

the context of an AC right. However, both approaches focus on different aims. [WRWR05]

provides assistance for users when performing a change, whereas in this paper, the context

notion is used for defining AC rights in a more focused way. We refer to [KR09, RMR09]

for discussions of other AC frameworks in process-aware IS.

7 Summary and Outlook

We identified AC requirements in the context of process monitoring. We then presented

possible solution approaches for major requirements, and we motivated the objects-based

approach that we used for proposing a core AC model for process monitoring. Two ex-

tensions to this model were also discussed: the first one deals with the problems that may

appear when a single user plays more than one role; the second extension introduces the

“context” notion and discusses the compact definition of AC rights taking into account

a defined objects’ hierarchy. Major requirements were addressed using the proposed AC

model and its extensions. In future work, we will address requirements R4-7 (cf. Table

1). Our research work will also include the investigation of advanced issues such as the

aggregation and the definition of AC rights on data elements and other process aspects.
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Abstract: Modern enterprises face the challenge to survive in an ever changing envi-
ronment. One commonly accepted means to address this challenge and further enhance
survivability is enterprise architecture (EA) management, which provides a holistic
model-based approach to business/IT alignment. Thereby, the decisions taken in the con-
text of EA management are based on accurate documentation of IT systems and business
processes. The maintenance of such documentation causes high investments for enter-
prises, especially in the absence of information on the change rates of different systems
and processes. In this paper we propose a method for gathering and analyzing such in-
formation. The method is used to analyze the life spans of the application portfolio of
three companies from different industry sectors. Based on the results of the three case
studies implications and limitations of the method are discussed.

1 Introduction

The rate of change in the economic environment of enterprises has increased over the
past few years [RWR06; Wa05]. Some underlying factors are increased customization of
products and services coupled with globalization and a more competitive market situa-
tion. Furthermore, regulations like the Sarbanes Oxley Act, Basel II, etc. need to be
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met [La05]. Enterprises have to continuously adapt to these environmental changes, by
aligning their business, applications, data, and infrastructure to the new requirements.
One commonly accepted means to guide such adaptations is enterprise architecture (EA)
management, which is a holistic model-based approach to enterprise engineering, specif-
ically addressing business/IT alignment.

The ability to make informed decisions in the complex and highly interdependent area of
EA management is closely linked to accurate descriptions and documentations of the
EA. An EA model must be both up-to-date [Ci01] and appropriate with respect to the
decisions it is to support [JE07; La05]. Planning based on obsolete data or decisions
made with insufficient information will almost certainly have an unfavorable influence
on the EA, and thus in the long run have a negative business impact.

Due to the continuous changes going on in different parts of any company’s structure,
EA descriptions will inevitably become obsolete at some point. Therefore, it seems rea-
sonable to establish a maintenance process for EA models, continuously updating the EA
documentation. However, such a process is not for free. EA descriptions are extensive,
and the cost of collecting information and creating architecture models is considerable.
To make this cost-benefit trade-off, enterprises would benefit from a model describing
how fast certain parts of the enterprise’s structure are likely to change. Based on such a
model, an organization could decide not to update the descriptions of selected parts, as
their frequency of change is so low that no relevant gain is expected from frequent up-
dating. In a manner of speaking, this amounts to find an optimal EA sampling rate.

In this article, we approach the topic of change frequencies for applications as one of the
main enterprise artifacts related to business/IT alignment [AW09] with a case study
based research paradigm. While change in an EA may include modifications, introduc-
tion, and removal of individual elements, we only consider the latter two phenomena in
this context. Thus, mere modifications of applications are not within the scope of this
article. Rather, the research questions posed are:

 How can life spans of different enterprise artifacts be assessed?

 What are the approximate life spans of such enterprise artifacts?

The rest of the article unfolds as follows. Related work is presented in section 2. There,
we discuss the relevant literature on EA model maintenance and prepare our analysis of
life spans by giving an overview of appropriate models found in the literature. Based on
these discussions, section 3 proposes an analysis model for the decay of artifacts found
in EA models. Subsequently, section 4 presents the three case studies, the analysis re-
sults of which are presented in section 5. Section 6 contains a concluding discussion on
the empirical results, and gives an outlook to further areas of research.
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2 Related work

This section elaborates on related work in the field of EA model maintenance (section
2.1) and from the field of methods and models for analyzing decay (section 2.2).

2.1 Enterprise architecture model maintenance

A multitude of methods for EA management has been developed by researchers and
practitioners (e. g. [Az05; Az06; BK05; Dv01; Og09; SH93; Wa05]). These methods
usually distinguish the following EA management processes: (a) strategic dialo-
gue/architecture visioning, (b) development and maintenance of current-state EA mod-
els, (c) development and maintenance of future-state EA models, (d) migration planning,
(e) EA implementation, and (f) EA analysis based on EA models.

None of these approaches to EA management pays much attention to specifying main-
tenance procedures for the EA model in detail. While [Ci01; If99] and [Wa05] mention
an EA maintenance process, the corresponding activities are not specified in detail, and
neither specific roles nor responsibilities are defined. TOGAF [Og09] introduces the
objective of ensuring that the baseline architectures continue to be fit-for-purpose as an
important aspect of the phase Architecture Change Management. However, no details on
how to accomplish this objective are given by the framework.

In the academic research community, maintenance procedures for EA models have re-
cently gained increased interest. In an initial paper, [FAW07] developed a systematic
decentralized EA maintenance approach describing maintenance processes and roles.
[Mo09] present six EA management process patterns related to EA maintenance. Several
of these patterns address lifecycles and dynamics of EAs. However, neither [FAW07]
nor [Mo09] describe schedules for maintaining EA models. To conclude, requirements
on EA maintenance are abundant in the literature, but the concrete solutions are very
scarce.

2.2 Methods and models for analyzing decay

Quantitative theories of aging, mortality, and life span have a long history in medicine,
demographics, and insurance mathematics. As far as biological systems are concerned,
survival analysis is used to model the effect of death. Similar analyses can be performed
on non-biological systems, e.g. mechanical ones, in the field of reliability theory. This
theory aims to analyze, estimate, and predict life span distributions of systems and their
components [BPH65; GG01]. Typically, a reliability function S(t) is defined as the prob-
ability that a system carries out its mission through a time t. Complementing the relia-
bility function, the hazard function (t) is defined as the probability that a failure occurs
at a specific time under the condition that it has not occurred up to that point in time.

One of the most popular laws regarding the hazard function was found by Benjamin
Gompertz, today known as Gompertz Law of Mortality [Go25]. He analyzed the mortali-
ty of adult humans in respect to their age, and found that the corresponding hazard func-
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tion increases in geometrical progression with the age. Based on this observation, he
proposed a mathematical model to explain this behavior – the Gompertz distribution.

A special application of survival functions is presented by [FCH83]. The authors inves-
tigate the death rates of organizations, by eliciting survival functions and hazard func-
tions for organizations. They adjust the Makeham extension of the Gompertz Mortality
Law, based on the assumption that the death rate of organizations decreases with age
(liability of newness) and taking into account influence factors like size of the organiza-
tion or environmental changes. By the means of extensive explorative analyses of na-
tional labor unions, local newspaper organizations, and semiconductor manufacturing
firms, they calculate estimates of organizational death rates.

The Gompertz Mortality Law and its extensions are prominently applied for biological
and sociological system. In more technical application areas, failure and reliability ana-
lyses give rise to different kinds of laws. For instance, the Weibull distribution can be
used to model a variety of failure behaviors [Ca03]. The use of the Weibull distribution
as well as the Gompertz distribution requires a long period of observation and a com-
plete data set in order to determine the estimators of the distribution’s parameters. How-
ever, as such data sets are rare in the field of EA, a more flexible method is needed. In
particular, information on the age of an EA artifact such as an application is very hard to
collect. Most information available is on end-of-life events for EA but little on their
creation. Furthermore, the center of attention of EA modeling undergoes shifts during
the years of observation such that new EA artifacts appear during observation or are lost.

This situation is very similar to some encountered within medical statistics [Bl00]: In
medical statistics, some patients are lost from observation while others are added as the
study progresses. Little information is known regarding the start date of e.g. the cancer,
but more is known about the end date. For these reasons we will employ methods from
medical statistics for our life-span analysis. The next section elaborates on this.

3 Survival data analysis with the life table method

Data constrained in the abovementioned way can be analyzed using the life table method
[Bl00], which provides the analyst with a tool with which it is possible to keep track of
the probabilities of death and survival of the study subjects for each passing year. To
summarize, the life table method does not require knowing actual start dates, allows for
losing track of some observed elements and is able to derive knowledge from the obser-
vation of elements also before their terminal event. To illustrate the life table method, a
generic table is shown below in Table 1, along with a description of its columns.

The terminal event, be it death from cancer or an application taken out of service, is
called the endpoint and is here referred to as the death of the subject. Generally there is
also a wish to evaluate the survival well before all the endpoints are known, i.e. while a
good fraction of patients or applications are still alive or in use. Data that is only known
to be greater than some value is called right censored (or just censored, for short). This
is the kind of data obtained when examining patients or applications that recently entered
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the study and have only been observed for a short time and have yet to reach their end-
points. These subjects are called withdrawn.

Table 1: Generic life table [Bl00].

Period

(years, etc.)

x

Number at

start

nx

Withdrawn

during period

wx

At risk

rx

Deaths

dx

Prob. of

death

qx

Prob. of sur-

viving period x

px

Cumulative prob.

of surviving x pe-

riods

Px

1 n1 w1 n1-½w1 d1 d1/r1 1-d1/r1 p1

… … … … … … … …

T nT wT nT-½wTdT dT/rT 1-dT/rT pT PT-1

Table 1 depicts important life table concepts. A study period, x, of [1, T] periods is con-
sidered, where T corresponds to the longest time period for which there is data available,
for instance 9 years if the study covers information between 2000 and 2009. The time
period states nothing about the fixed point in time when the observation of a subject
commenced, as in for instance the year 2004. It merely describes the amount of time a
subject is observed, as in for instance four years. The number at start nx is the number of
elements in the study at the start of their corresponding period x under observation. n1 is
the total number of participants in the study and nx is calculated by taking nx-1 and de-
ducting the number of deaths and withdrawals (see below) during period x-1.

New subjects that appear after the start date of the survey may also be included in the
data analysis. For instance, an application taken into service in year 2006 may be in-
cluded although the oldest data is from 2000. These new subjects enter the study at time
period 1 and can only contribute to the statistics for a limited period of time, since data
about their future survival is unavailable. At the relative point in time that a subject be-
comes unobservable it is declared withdrawn. In the example above applications taken
into service 2006 can contribute with survival data for three years until today’s date
(2009) is reached and thus they are declared withdrawn at the fourth year. wx represents
the amount of withdrawn elements. When reading our statistics it is essential to bear in
mind that period 1 is the first period after an application is observed; it is not a particular
year such as 2001. To summarize; the concept of withdrawn elements is used to reflect
the fact that a subject that only can be observed for e.g. four years provides survival in-
formation during these years but tells us nothing about the probability of surviving the
fifth year.

To get an appropriate number of elements at risk, i.e. the population in which deaths can
occur, the number at the start of the period is reduced by half the number of withdrawn
elements during the period. This corresponds to saying that the withdrawn cases, on av-
erage, contribute half a period of risk to the population. The number of deaths dx during
period x is an observed amount. We consider artifacts that are listed in an EA repository
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to be alive, i.e. in use. Artifacts not listed in a repository at a given point in time of con-
sideration are declared dead, i.e. taken out of service.

The probability of death qx in period x is simply calculated as the fraction of those at risk
that were actually observed to die. The probability px of surviving is the complement of
qx. Finally, the cumulative probability Px of surviving x periods is calculated as the prod-
uct of the probabilities of surviving the periods. For the first period, P1 = p1 holds. For
the second period, P2 is the probability of surviving up to the start of period 2, i.e. P1

multiplied by the probability of surviving period two as well, i.e. p2. The same reasoning
holds in the general case, so Pt = Pt-1 pt for all t > 1.

A natural use of the data in a life table is to draw a graph of the cumulative survival
probability, usually in a step-wise fashion as to underline the inexactness of the estima-
tion. This is called a survival curve. In section 4 we will provide life tables for each case
study. The respective survival curves are presented and discussed in section 5.

4 Case studies

Our findings are based on three case studies from different industry sectors, presented in
the following. Each case starts with a characterization of the enterprise at hand, includ-
ing its established EA management approach. Subsequently, characterizations of the
used data sets are given, potential errors are discussed, and analysis results are presented.

The data sets used originate from different sources, e.g. application catalogs, MS Excel
files, and exports from specialized EA management repositories. As the EA management
initiatives analyzed in the three case studies have very disparate backgrounds, including
using different tools to store the data, the different data sets of case studies B and C are
drawn from a single source, while the data sets of case study A originate from diverse. In
order to compare the data sets, a mapping of the different schemas used to document the
data about applications had to be performed within each case. During the comparison,
two records were regarded to refer to the same application either if they had the same id
or if they possessed the same name. This id or name matching represents a potential
source of errors in the data set. To detect and correct such errors, occasional reviews
with the respective stakeholders at the industry partners were performed during the con-
duction of the studies.

4.1 Company A

Company A is one of the principal energy companies in Europe and among the five larg-
est generators of electricity. After the deregulation of several European energy markets
in the nineties, company A expanded through acquisitions and has become a big actor in
several European countries. As a consequence, the company’s IT portfolio has become
rather heterogeneous and in the past couple of years there have been several activities to
consolidate the application landscape.
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Since the generation, transmission, and distribution of electricity and heat are geographi-
cally bound activities, company A is organized into a number of geographical business
groups each of which is functionally divided into business units according to their con-
tribution to the electricity or heat value chain. The IT infrastructure is centralized in a
shared services company but the responsibility for the processes and the applications are
distributed amongst the business groups and the business units. Each business group has
a coordinating CIO function responsible for the EA work. The group CIO function in
turn coordinates and supports local and global EA initiatives within the company.

The empirical data presented here originates from three sources. The first source is the
application catalogue that was created in 2000 in order to address the perceived Y2K
threat. Secondly, another application catalogue was established in late 2005 and the be-
ginning of 2006 as a part of the first embryo of a group-wide EA program. Finally, the
third source is a group-wide application catalogue compiled in 2009, which is used to
identify consolidation opportunities within the company.

The coverage of the Y2K catalogue is limited to one business group and encompasses
124 critical technical systems pertaining to different business units. The second applica-
tion catalogue is more detailed covering over 500 applications. The third application
catalogue has an even finer granularity and includes information on which processes are
supported as well as information on the age of the applications and their principal inte-
gration points. Since the different sources aren’t equidistant in time the life table (which
contains relative time periods) has four rows while each dataset is however only applica-
ble to at most three of the rows.

Table 2: Life table for applications of Company A

Time
period
(Year)
(x)

Number
at start

(nx )

Withdrawn
during year

(wx )

At risk

(rx)

Deaths

(dx)

Prob. of
death

(qx)

Prob. of
surviving
period x
( px )

Cum. prob.
of surviving
the period x
(Px)

1 577 0 577.0 0 0.00 1.00 1.00

4 577 0 577.0 235 0.41 0.59 0.59

7 342 250 217.0 32 0.15 0.85 0.51

10 60 0 60.0 15 0.25 0.75 0.38

Although the material is bound to contain some errors in minute details, the overall indi-
cations from the company is that the data is sufficient to draw conclusions concerning
whether applications exist or not at the three points in time. The resulting life table is
shown in Table 2 and as seen in the table the cumulative probability of an application to
survive 10 years is 38%. A note to the table is that since the granularity of data is three
year intervals the rows of the table should be considered to be periods rather than the
individual years.
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4.2 Company B

The second case is taken from the financial industry. The enterprise under consideration
is an internationally operating bank from Germany. The topic of EA management has a
long history in this enterprise since a merger in the year 1996. Prior to the merger both
companies independently conducted enterprise-wide data modeling endeavors. After the
merger, the enterprise-wide data models were maintained, although a change in the focus
as well as the reach took place. In certain parts of the enterprise the focus shifted towards
a strongly business process centric modeling, while other parts continued to do pure data
modeling. In the year 2002 the term EA management makes its first appearance, when a
project was launched to increase the business/IT alignment based on a holistic model of
the relevant aspects ranging from strategy to infrastructure. In this model architectural
information from different parts of the enterprise was consolidated and used to identify
fields for action. The first data set analyzed originates from the aforementioned early EA
management project. In order to assess the advances made in this field, a similar project
was launched in the year 2005. The take-over by an international banking company at
the end of 2005 changed the overall make-up of the company significantly. In particular,
the IT departments of the formerly independent enterprises, as well as the IT assets de-
veloped, operated, and managed by them, were to undergo extensive changes leading to
an increased centralization of structures. In 2008, this centralization process has pro-
ceeded quite far, such that the final data set from the end of the year 2008 shows the face
of the EA according to the new paradigm.

The different data sets analyzed for this case study are several snapshots of the applica-
tion portfolio of company B. The data sets analyzed cover about 90% of the application
portfolio of company B including legacy systems of the company as well as small inte-
rim solutions. Table 3 shows the resulting life table for applications of company B, indi-
cating that the cumulative probability to survive 6 years is 49%.

Table 3: Life table for applications of company B

Time
period
(Year)
(x)

Number
at start

(nx )

Withdrawn
during year

(wx )

At risk

(rx)

Deaths

(dx)

Prob. of
death

(qx)

Prob. of
surviving
period x
( px )

Cum. prob.
of surviving
the period x
(Px)

1 1142 16 1134.0 212 0.19 0.81 0.81

2 914 31 898.5 109 0.12 0.88 0.71

3 774 67 740.5 69 0.09 0.91 0.65

4 638 85 595.5 29 0.05 0.95 0.62

5 524 82 483.0 44 0.09 0.91 0.56

6 398 50 373.0 50 0.13 0.87 0.49

Although the data sets gathered and analyzed cover the time period of a merger, a signif-
icant impact of the merger on the probability of death of an application system was not
observable within the analyzed time period. An interview with the industry partner re-
garding this expected impact revealed that the impact seems to be delayed about three
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years after the actual merger took place. This hypothesis is backed by the planned archi-
tecture of company B, which predicts a large number of changes including replacements
of applications for the year 2009.

4.3 Company C

Company C is a major financial service provider in Switzerland primarily focusing on
standardized retail banking and transaction processing. All EA levels from business ar-
chitecture to IT infrastructure in [WF06] are managed by broad, defined architecture
management processes. An initiative was started to manage business and organizational
architecture artifacts by the IS department architecture team as well. However, this has
been dropped in favor of managing all business related artifacts by an explicit business
architecture management team itself, which forms an organizational unit attached direct-
ly to the CEO in the business development department. The alignment of business and IS
architectures is explicit and facilitated by a personal interweavement by having former
IS architects included in the business architecture unit. Core EA artifacts are captured in
an EA repository including timestamps for tracking architectural change. However, only
the most requested artifacts are regularly modeled due to the high cost of keeping models
up to date.

The data set of company C was extracted from the EA repository via Excel files. It in-
cludes applications as well as their clustering in domains. These artifacts are the core
elements in the company’s EA. For the life table analysis we only considered applica-
tions, such as a Data Warehouse, a Card Transaction System, or an SAP system.

The extracted snapshots from the EA repository have multiple timestamps from different
dates in the years 2006 through the beginning of 2009. We analyzed six time periods
each representing six months of observed time in the years 2006, 2007, and 2008 (cf.
Table 4).1

1 In order to align the life table with the findings from companies A and B the time periods are denoted on the
same scale, resulting in decimal numbers for company C.
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Table 4: Life table for applications of company C

Time
period
(Year)
(x)

Number
at start

(nx )

Withdrawn
during year

(wx )

At risk

(rx)

Deaths

(dx)

Prob. of
death

(qx)

Prob. of
surviving
period x
( px )

Cum. prob.
of surviving
the period x
(Px)

1.0 189 0 189.0 28 0.15 0.85 0.85

1.5 161 4 159.0 0 0.00 1.00 0.85

2.0 161 6 158.0 29 0.18 0.82 0.70

2.5 132 1 131.5 6 0.05 0.95 0.66

3.0 126 5 123.5 2 0.02 0.98 0.65

3.5 124 12 118.0 7 0.06 0.94 0.61

4.0 117 10 112.0 8 0.07 0.93 0.57

The overall number of applications captured in the EA remains quite constant over the
time period analyzed. However, there are some high losses (dx) in the periods 1 and 2.
This indicates a volatile application landscape at company C concerning the artifacts
contained in the EA repository. After the time periods that we analyzed, the cumulative
probability of an application to survive the 6 periods was at 0.57, i.e. in average 57% of
the applications survive 4 years.

5 Results and discussion

The above case studies demonstrate the feasibility of applying the life table method to
assess life spans of EA artifacts via calculating the probability of particular applications
to survive a certain number of years. In doing so, data was gathered via EA models with-
in the different companies, presuming that they precisely reflect the survival behavior of
the real applications. While observing the life span of applications within an enterprise,
one is confronted with similar conditions like in medical studies: subjects enter and leave
the study at different times and thus give insights into their life spans. As we were only
concerned with externally observable behavior regarding system emergence and decay,
we treated the applications as black boxes, i.e. we did not analyze their internal changes.
Moreover, the findings from the three case studies give quantitative evidence about ap-
proximate life spans of the applications listed in EA repositories. Figure 1 summarizes
the results from the three case studies by depicting the three survival curves that are gen-
erated by the calculated cumulative probability of surviving x years. The graphs are
drawn stepwise based on the calculations from the life tables. On the one hand, this re-
flects the gaps in the data sets concerning the time periods analyzed, with abrupt changes
in the probabilities. On the other hand, the comparison of the three data sets shows that
the results are quite similar for applications in all three companies: The probability to
survive for 4 years seems to be around 60% on average.
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Fig. 1: Survival curves for the case studies

The results provide indications on how to design an EA model maintenance process that
is adjusted to the decay rates of applications. A cumulative probability of 60% implies
that more than half of the information on applications covered in an EA model becomes
obsolete after four years without updates. Consequently, an effective EA model main-
tenance process will include a sampling rate smaller than four years in order to ensure
timeliness of the information and efficiency of the related resource management at the
same time.

Drawing more elaborate conclusions from these results is difficult because of several
limiting factors. First of all, the limited data sets available hinder a thorough analysis. In
the three case studies reliable data was only available for applications. This led to rather
exemplary results concerning the survival of EA model artifacts. Also, a detailed analy-
sis is only possible, if the observations underlying the life tables are conducted with
equal intervals. While this is often the case in the medical setting from where the life
table method has been adopted, it is not necessarily the case in the realm of EA. Indeed,
in our investigation, only companies B and C proved mature enough as to have regular
and reliable data on a yearly (or even better) basis. Company A could only provide more
coarse datasets. Due to this fact, the results of the study necessarily remain on a rather
aggregate level.

While our findings result in quantitative figures it is hard to assess these figures without
a proper frame of reference, or a baseline. Such a baseline would need to take into ac-
count several phenomena, including:
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1. Some extensive shifts in the number of applications can be traced back to ex-
ternal events such as mergers and acquisitions (as described above, this will be
the case for company B in the near future) or organizational restructurings.

2. The notion of industry clockspeed. It has been suggested that different indus-
tries have different rhythms in their use of IT [Fi96], and such a phenomenon
might be reflected in the data analyzed. At the single point of comparison
(4 year period) the analysis results of the different case studies refute the indus-
try clockspeed hypothesis. Nevertheless, the number of companies studied is
much too small to draw any final conclusions.

There are many possible factors that add noise to the data sets in the present study, or
make them hard to interpret. The following discussion aims to address those issues:

The influence of external or contingency factors has not been considered and is thus not
reflected in the data. For example, the results are currently not related to the use of spe-
cific EA management approaches or methods in the respective companies. Such consid-
erations might increase the commensurability of the data. Other external factors, like
mergers and acquisitions, new legislation, or Y2K-phenomena might also influence the
findings in detail.

A related uncertainty concerns the previously mentioned question of a baseline. What is
the normal state? A model aiming to support decisions on optimal sampling rates needs
to establish the context in which it is applicable. Another way to phrase this is to ask
what is being described. Is it only changes due to old technology, or also changes due to
how organizations work, including the recurring application consolidations? This means
that factors such as the following should be either deliberately included or deliberately
excluded:

 Exogenous (as seen from the IT department scope) factors, e.g. mergers and ac-
quisitions, changes in legal regulations

 Endogenous (as seen from the IT department scope) factors, e.g. application
consolidation

 Changes in scope of data over time (e.g. models from different time periods
might have used different definitions)

 Poor data quality affects model credibility (e.g. very high numbers of with-
drawals)

 Reliability of data, i.e. how close to reality the constituent data sets are. For in-
stance, sometimes changes in taxonomies make data sets seem very different,
even though the actual landscape they are describing is more or less the same.

In the present studies, no effort has been made to deliberately neither include nor ex-
clude these factors. The construction of reliable statistical procedures for such data
cleaning requires, however, more data than is presently available.
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6 Conclusions and future work

This paper described a method for analyzing the rate of change of EA artifacts. Specifi-
cally, the method has been used to analyze the rate of change of the application portfo-
lios at three different companies. The results were presented in the form of survival
curves showing the likelihood of survival of applications in the respective companies.
Thereby, we presented a contribution to the field of EA model management and main-
tenance. The long-term aim is to be able to find optimal sampling rates of model updat-
ing, based on the underlying rate of change of the EA artifacts, which the EA models
should describe. A final version of such a method would include a trade-off between the
benefit of a high sampling rate and the cost of frequent data collection.

In more or less all the cases, longer time series would have been conductive to properly
account for contingency factors and find the normal state of the rate of change of appli-
cations. One indicator of an appropriate length of the time series is the cumulative prob-
ability of survival, Px. When Px = 0 there is obviously no use for a longer time series.
While reaching zero is unlikely in most organizations, a low value of Px could, however,
be an indicator that enough data is collected. In this study, the lowest cumulative proba-
bility of survival was 37%, which would indicate the need for more data and longer time
periods of observation for the case studies.

The presented study focused on investigating the rate of change of applications. To be
useful, analyses of change rates need to cover other EA artifacts as well, e.g. business
processes or interfaces. A more elaborate analysis method could then be utilized to de-
termine different areas within the EA, which change at different rates and hence require
appropriate sampling rates. Such areas might be formed by the types of artifacts, e.g.
applications and business processes or different subtypes within one artifact type, e.g.
different types of applications. Equally such areas could well be defined in other man-
ners, such as for instance all entities connected to a critical business process. Further-
more, an analysis method could be used to investigate tangible EA artifacts, like applica-
tions, and their relationships to their costs in order to support investment decisions.

To generalize the analyses of rates of change to other companies and other lines of busi-
ness there is a need not only for more data from other companies to populate the life
tables for different EA artifacts, but probably also a richer model of how contingency
factors may affect the change rates of the EA artifacts mentioned above. This would
probably entail defining probability distributions in which parameters can be set. Analy-
sis of survivability curves could be a first step towards defining such distributions. Based
on the result of more detailed analyses, the process of EA model maintenance could be
refined with information on optimal sampling rates for distinct EA artifacts.
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Abstract: An important objective of nearly all EAM initiatives is the

standardization and consolidation of the IT landscape. This can be seen on several

levels, e.g. on the application landscape level, the software level, the hardware

level, etc. This paper presents a stepwise approach for consolidating IT landscapes

on the technology, software and hardware level which considers the specifics of

large IT organizations and is implemented in one of the largest IT service

providers of Germany's public civil administration. It is based on metrics which

use concepts from fuzzy logic. In particular, these metrics allow measuring the

degree of standardization of parts of as well as of the overall IT landscape.

1 Introduction

The steadily growing complexity of IT landscapes, the increasing speed of changes of

business models, business process and organizational structures in many business

sectors, and the high pressure for cost reductions in the IT area have lead to the

intensification of Enterprise Architecture Management (EAM) activities in the past few

years. There are numerous frameworks for EAM [Sc06], [FE09], [TO09]. However,

there is relatively little literature how to evaluate the success of EAM initiatives. For

this, metrics derived from the EAM objectives are needed.

A common issue in EAM is the enormous heterogeneity of the IT landscapes in many

organizations. There are used a variety of IT objects (ITO): hardware platforms, database

products, operating systems, application servers, development tools, programming

languages, etc. A reduced set of such ITO leads to lower operation, administration and

maintenance costs, improved security, reliability and development time, and more cost-

effective delivery of services [IT07], [RW06], [TO09]. Therefore, standardization, or in

other words the shift to a consolidated IT landscape, is an important EAM objective.
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Standardization however comes at the price of fewer choices of IT solutions [RW06].

Furthermore, Gartner warns against "over-standardization", i.e. focusing too much on

defining standards and neglecting business value, and the forceful top-down manner of

implementing it [Ga09]. Therefore, the consolidation of ITO needs to be done in a

stepwise manner and in consideration of business requirements.

In this paper we present an approach for controlling and measuring the degree of

standardization of an IT landscape regarding ITO which considers the specifics of large

IT organizations. The presented metric uses fuzzy logic concepts and is based on a

simple conceptual model for representing IT landscapes and a stepwise standardization

process for the IT landscape consolidation. The presented approach has been

implemented at the Center for Information Processing and Information Technology

(Zentrum für Informationsverarbeitung und Informationstechnik – ZIVIT), one of the

largest IT service providers in Germany's public civil administration [ZI09]. ZIVIT is

designing, hosting and maintaining more than 300 applications and 50 new application

projects used in the public administration, which involves the management of an

extensive IT landscape of over 2,000 ITO. The authors of this paper are practitioners –

two are enterprise architects at ZIVIT and two are with BOC, a company providing

EAM tools and solutions (ADOit, ADOben) and EAM consulting [BO09].

The remainder of this paper is organized as follows: In chapter 2 metrics for measuring

Enterprise Architectures (EA) are discussed. Then, in chapter 3 a stepwise process for

standardizing ITO is described which is based on a conceptual model for IT landscapes

and a lifecycle model of ITO. Chapter 4 presents metrics for measuring the degree of

standardization of an IT landscape. Chapter 5 summarizes practical experiences of

applying the presented metrics. Chapter 6 concludes with an outlook for future work and

research topics.

2 Related Work

In EAM there are no universally accepted metrics. Of course, in most organizations there

are defined at least some EA metrics. However, there are only few publications which

describe such metrics and experiences in applying EA metrics [AD05], [RG07], [Va08].

Methods how to define metrics for EA are described in [IT07], [Fr08] and [He08]. It has

to be noted that there is also a research community on "very large business applications"

[Gr07] which has a significant overlapping with EAM. It focuses on methods for the

evolution of existing application landscapes and legacy systems. For example, in [Mu08]

metrics for the so-called "Managed Evolution" of large business applications are

described which are used to decide on the further development of legacy systems.
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The issue of standardization of IT landscapes is not widely treated in the literature. Its

cost-cutting benefits are briefly discussed in TOGAF [TO09] and in the IT Infrastructure

Library (ITIL) [IT07]. In [RW06] "standardized technology" is considered the second

stage of architecture maturity readily embraced by companies due to its many benefits as

presented in the introduction of this paper. However, the authors are not aware of any

publications on how to measure and control the degree of standardization of an IT

landscape. ITIL defines technology metrics, which however refer to the performance and

availability of components and not to standardization [IT07]. The concept of

standardization is based on the reuse of ITO in different applications and is thus related

to the area of reuse management. [MC07] provides a literature review of reuse metrics

and a report of their application in industrial studies, which are however focused on

reuse in software development. Of course, most organizations have "technology lists"

which define which software and hardware products shall be used. There often exist

nevertheless neither defined processes how these technology lists are updated in a

controlled manner, nor metrics which measure compliance. With the approach presented

in the following chapters we aim to overcome these deficits.

3 Process for Standardizing ITO

One of the main competencies of ZIVIT is the design and maintenance of new

applications used in the public administration. In this respect, assuring that these

applications use only standardized ITO, i.e. ITO which are considered "standard" within

the organization, is an important objective of EAM at ZIVIT. Before the standardization

process and the standardization degree metrics can be discussed, it is necessary to

present the used conceptual model for IT landscapes and a lifecycle concept for ITO.

3.1 Conceptual Model

Figure 1 depicts the conceptual model used at ZIVIT upon which the standardization

metric is based. Applications use ITO – we distinguish between software, hardware and

technology types of ITO. In the literature, software and hardware are often considered

sub-elements of technology. However, the concept of "technology" how it is used here

allows representing software architecture patterns. Additionally, there are guidelines in

Germany's public administration (see below) which can be described best by introducing

an additional concept to software and hardware.
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Figure 1: Conceptual model of IT landscapes

By software we mean system software such as operating systems, database products,

compilers, en-/decryption software, application servers, etc. Hardware refers to physical

components such as servers, workstations and storage devices. By technology we

understand software architecture patterns (2/3 tier application, web application, etc.) and

standards such as application protocols, digital preservation formats (e.g. XML), graphic

formats, technology for information processing (e.g. HTML, XSL, JSP), programming

languages (e.g. COBOL, PL/SQL), etc. Germany's public administration has for example

defined a list of architecture patterns and technologies which shall be used in e-

Government applications (SAGA, Standards and Architectures for e-Government

Applications) [BM08].

Each type of ITO contains an unsorted set of elements. This set is broken down into

function-oriented categories (subsets) which can be further refined into child categories.

Each refinement step creates a new category level in the tree. Through this

decomposition ITO can be represented as the leaves – at the lowest level – of a tree of

categories. Figure 2 shows an example for the software category DBMS. Examples for

ITO are products such as Oracle 9i, Oracle 10g, Oracle 11g, SQL Server 2005 etc.
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Figure 2: Category tree – Example for software

Each ITO has a status which describes in which phase of its lifecycle it is located. There

are five statuses defined at ZIVIT explained in the following subsection.
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3.2 Lifecycle of an ITO

In order to understand the concept of standard ITO upon which the calculation of the

standardization metrics is based, it is important to describe the lifecycle of ITO at ZIVIT.

The possible transitions between the five defined statuses are visualized in figure 3 and

subsequently explained in the description of the standardization process.

Figure 3: Transition between ITO statuses

Proposed: The status "proposed" suggests that it has been assessed that an existing ITO

within a category does not meet completely the requirements or that a new ITO is

available which promises advantages in comparison to existing ones. Alternatively, there

might be seen the need for a new category with new ITO.

Test: After a proposal has been approved, the ITO enters the test phase. Depending on

the test results the ITO with status "test" can either be admitted to production (status

"productive") or rejected (status "retired").

Productive: Once an ITO enters into use in an application, it obtains the status

"productive". Productive ITO are such that have successfully completed the test phase

and are considered necessary or appropriate for one or more applications. A productive

ITO can either be promoted to status "standard" or can be retired if it does not fit the

long-term IT strategy of the organization or could not prove itself in production. The

status "productive" has been introduced due to the size of ZIVIT and its IT landscape. In

other organizations it might be common to transition directly from "test" to "standard"

respectively to "retired".

Standard: If the benefits of an ITO and its alignment with the IT strategy could be

proven in production, the ITO is promoted to standard. ITO with status "standard" are

officially released and made available for all applications. Standard ITO are approved as

such by the management and are obligatory in applications with the same requirements.

Retired: This status can be obtained after all possible statuses but only at the discretion

of the management body (except in the case when a proposed ITO is rejected). Retired

ITO are not to be used in new applications. In existing applications they can continue to

be used but need to be reviewed at the time of the next release. ITO with status

"proposed" or "test" which are rejected receive directly the status "retired". In such cases

is necessary to maintain documentation of such rejected proposals in order to prevent

redundant evaluations of ITO in the future. Rarely it happens that a new version of

rejected ITO has to be reevaluated, e.g. due to market changes. Then, there is created a

new ITO (with status "proposed").
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3.3 Standardization Process

In order to ensure the involvement of different organizational roles in the standardization

process and thus secure their acceptance, a standardization process has been established

at ZIVIT which controls the transitions between the life-cycle statuses of ITO and is

depicted in figure 4. From our experience well-governed IT organizations have similar

processes in place.

The standardization process at ZIVIT is activated when a trigger such as new IT trends,

customer requirements, changes to management strategy, etc. leads to a request for a

new ITO in a written form submitted along with a statement of motivation to the

enterprise architects. Such a change request can be submitted by any organizational role.

After the proposal has been acknowledged by the enterprise architects, the ITO receives

the status "proposed".
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Figure 4: Standardization process

The main part of the process is the analysis phase in which the expected long-term

effects of decisions are evaluated and tested. The following questions are considered: Is

there an actual need for a new ITO or can the demands be met by an already existing

object or is the request of a strategic importance, e.g. is the new ITO expected to have

far-reaching consequences for the entire EA? The proposed object is reviewed by the

enterprise architects and can be either marked as relevant which changes its status to

"test" or is rejected leading to the status "retired". The proposed ITO, along with

alternatives when required, are tested and evaluated with the help of a test results

template.
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After tests are completed, a decision form is created and submitted to the management

body by the enterprise architects. Each status transition after the test phase is to be

determined in the decision-making process. In case of positive test results, the selected

ITO applies for a status "productive". If tests fail, the ITO is recommended for rejection -

status "retired".

If the ITO has proven itself – for this, there is a detailed list of criteria –, it is promoted

to status "standard", again with a decision form. If an ITO is no longer supported or

maintained by its vendor or due to some reason such as obsolescence is no longer to be

further used in new applications, a decision form is used to request the new status

"retired" for this ITO.

Each time that a decision has been made by the management body based on the

information provided as input by the analysis phase and communicated back to the

enterprise architects, the IT architecture is updated and the update is documented in the

repository. It is important that changes to the IT architecture further provide input for

and are evaluated in terms of their effects on the resource and financial planning.

4 Metrics for the Standardization Degree

As specified in the conceptual model explained in section 3.1, ITO are grouped in

categories which are further broken down in child categories (see figure 2). In order to

propagate the standard status of ITO to the category level a number of conditions need to

be introduced:

Postulate 1: There is no mixing of ITO and categories as children of a single category.

Postulate 2: A hierarchy of categories is built upon the level of the ITO. This hierarchy

is described with the category tree as presented in section 3.1

These two postulates imply:

Corollary 1: ITO are located always at the lowest level of the category hierarchy. The

ITO are the leaves of the category tree.

The hierarchical categorization of ITO allows determining the standardization degree

metric for each category in the tree based on its elements. If this metric is applied to the

root category, one would obtain the standardization degree for an entire type (i.e.

software, hardware, technology). Calculating the standardization degree requires

applying the concept of standardization to the category tree. The further standardization

of elements of the category tree is defined in the following section 4.1.

4.1 Definition of Standardization

Definition 1: A category K containing ITO is called standardized if and only if the

number of child ITO with status "standard" is one or two, i.e.:
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1 #{ | ( ) "standard"} 2ITO K st ITO≤ ∈ = ≤

with ()st being the function which returns the status of an ITO (or category).

Allowing two standard ITO within a category has its justification. Very often a single

product cannot fulfill the particular requirements of all applications which use an ITO of

this category. Furthermore, variability in the costs of the ITO (license costs, maintenance

costs) could lead to differing economic efficiency in different applications. For example,

in the category of signature methods products affirmed by the law regarding electronic

signatures in Germany (SiG) [BJ09] are needed for qualified digital signatures, whereas

for technical signatures JAVA components are sufficient. Nevertheless, the decision to

allow two standard ITO within a category is ZIVIT-specific and might be different in

other IT organizations.

Definition 2: A category
nK on level n containing categories

1nK −
of level n-1 is called

standardized if and only if its child categories of level n-1 are standardized, i.e.:

1 1 1#{ } #{ | ( ) "standard"}n n n n nK K K K st K− − −∈ = ∈ =

The notation
nK signifies the level at which a category K is located, i.e. the categories

from level n-1 are elements of the categories of level n.

4.2 Standardization Degree of Categories

The standardization degree is a value between 0 and 1, similar to the fuzzy logic concept

according to which variables can have an intermediate membership value [Za65]. The

rationale behind the definitions introduced below is the following: Even if a category is

standardized, ITO with status "productive" can weaken this standardization if these ITO

are used in "too many" applications.

Definition 3: The standardization degree SD(K) of a category K containing ITO is

defined as follows:

, if 1 2( ) :

0, otherwise

ITO ITO

ITO K
Sub

Sub Sub

g

STSD K ST Prod

δ
∈

 
!! ≤ ≤= " +
!
!#

$

where : #{ | ( ) " "}SUBST ITO K st ITO standard= ∈ = and

0: #{ | ( ) " " }ITOSUB and gpProd ITO K st ITO productive >= ∈ =

The parameter ITOδ is defined for each ITO of the category K such that:
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The factor ITOδ retrieves simply the status of an ITO and is equal to 0 for all objects

which are with status "proposed", "test" or "retired". The reasoning behind the decision

for not including them in the metric calculation is that ITO with these statuses have no

direct effect on standardization or the transition between statuses "productive" and

"standard". Hence, "standard" and "productive" are the only statuses which are of

importance for the usage of an ITO in operations.

The parameter ITOg is defined for each ITO as follows:
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The parameter ITOgp is defined for each productive ITO as follows:
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TV is a threshold value above which an ITO with status "productive" enters into the

calculation as it means that the ITO is in use in a relatively high number of applications

of the overall IT landscape and can be considered quasi-standard. The value of TV is set

based on the business requirements, advisably by the enterprise architects. We use the

value 0.05.

The factor ITOg determines whether the contribution of an ITO is full – when its status is

"standard" – or fractional when "productive". Productive ITO which are not used in

more than a certain percentage of the total number of applications within the overall IT

landscape are not considered, i.e. ITOg is 0. For productive ITO which are considered as

quasi-standard due to their extensive usage ITOg is the percentage of applications of the

overall IT landscape in which these productive ITO are used.

It is obvious that the standardization degree SD(K) of a category K containing one or two

ITO with status "standard" and no ITO with status "productive" is 1. The same applies if

there are contained ITO with status "productive" which are only relatively rarely used in

applications. The presence of quasi-standard ITO reduces the standardization degree of a

category to indicate that the category contains productive ITO which are not with status

"standard" but are still used by a significant number of applications.

163



Definition 4: The standardization degree ( )nSD K of a category
nK containing

categories
1nK −
of level n-1 is defined recursively as follows:

{ }
1 1

1

1 1

( )

( ) :
# |

nn

n

n

n K K

n n

SD K

SD K
K K K

−

−

∈

− −
=

∈

$

So, ( )nSD K of a category
nK of level n containing categories

1nK −
of level n-1 is the

average of the standardization degrees of its containing categories.

It can be easily shown that 0 ( ) 1SD K≤ ≤ for all categories K .

4.3 Further Metrics

For a complete control of the standardization process, additional metrics are needed,

which are defined below.

The standardization degree does not capture how widely a standard ITO are used.

Therefore we introduce the spread of an application/application landscape.

Spread of an application/application landscape: The ratio of the standard ITO of an

application to the total number of ITO used in the application is called the spread of an

application. A statement about the entire application landscape can be made by

calculation the average spreads of the applications:

{ }
{ }
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#

#

n
S i

ii

ITO application

ITO application
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∈
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where ITOs:=ITO with status "standard" and n:=number of applications.

To measure the potential reuse rate of an ITO, we introduce the following metric:

Possible spread of an ITO: The ratio of the number of applications in which an ITO is

used to the total number of the applications in which the ITO could be potentially used is

called possible spread of an ITO, i.e.:

Number of applications in which the ITO is in use

Total number of applications in which the ITO could be used

This shows the actual usage of an ITO in relation to its possible one. Hence this metric is

similar to the reuse rate presented in [MC07]. In the same way the spread of all ITO of a

category can be calculated.
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In particular, when introducing the standardization process, there will be probably a high

number of ITO with status "productive". Therefore, it is of interest to measure how many

of them are quasi-standard:

Number of quasi-standard ITO: This metric represents the number of ITO in the

landscape that have a value for ITOg above the defined threshold value, as it was

introduced in definition 3 in section 4.2.

The number of quasi-standard ITO complements the standardization degree in measuring

the success of the standardization process. Additionally, for a single quasi-standard ITO,

the standardization process might be triggered (see section 5.1).

5 Example and Practical Experiences

This chapter presents first an example of the application of the standardization degree

metric. Then, experiences and benefits of the application at ZIVIT are described.

5.1 Exemplary Application of the Standardization Metric

Figure 5 shows the standardization degrees for the category tree from figure 2. This

means that the category "DBMS" is 47.4% standardized. This implies that the categories

on the lower levels need to be investigated in order to account for the low degree of

standardization. Four non-standardized categories are found – three at the lowest

category level – 1a, 1c and 1d, and a fourth one at the second level – 2e. A

standardization degree of 0 means that in these categories either no or more than two

standard ITO are in use. An issue that comes to being here is the priority of resolution of

such multiple cases. For this prioritization weights of categories as described in section

5.2 can be used.

3. DBMS

1a. Database

Cluster

2a. Database

Manager
2b. Lite Server

1d. Object-oriented

DB

1b. DB

Manager

1e. Relational

DB

1c. DB

Partioning

2c. DBMS Client 2d. DBMS Server 2e. DB Modeling

0.0 0.00.0

0

0.474

0.33 0.54 1.0 0.5

1.01.0

Figure 5: Application of standardization metric to a category tree
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Furthermore, category 2b has the value of 0.54. The value between 0 and 1 suggests that

there is at least one quasi-standard ITO. Assume, there is an ITO with status

"productive" which is used in more than 5% of the total number of applications. The task

of the enterprise architect in this case is to review the quasi-standard ITO and its usage in

applications in order to investigate the reasons behind the fact that given that a standard

ITO already exists in a category, such a high number of applications are using another

non-standard ITO from this category.

5.2 Experiences and Benefits of Applying the Standardization Metric

The presented approach has been fully implemented at ZIVIT. Of course, the

implementation and operation of the standardization process required significant effort.

At ZIVIT it needed two enterprise architects for one year to model the 2,000 ITO with

all their attributes. ITO at ZIVIT and their hierarchical categorization are catalogued and

kept up-to-date in a repository with the EAM tool ADOit [AD09], [Ju08]. For example,

more than 1,500 software objects in 10 main and 150 child categories are defined. The

top software categories are defined according to the different steps of the software

development process, i.e. requirements engineering, functional design, technical design,

build, test, deployment. This leads to categories such as requirements engineering and

specification tools, development tools, run-time libraries/tools, databases, execution

environments, etc.

The relation between applications and ITO is maintained by the application owners

(approximately 100 at ZIVIT). To ensure that the application owners really do this

maintenance well-defined processes and some organizational change management is

needed. However, this effort is more than compensated by the enormous cost reductions

in terms of human resources, administration effort in production, and last but not least,

license and maintenance costs. Imagine for example the effect of a reduction of fictive

10 million Euros yearly maintenance costs by 5% (which is not an unrealistic reduction

rate). The final aim is to achieve a standardization degree of 1 for the entire IT

landscape. Of course, this is a vision which will never be reached in large IT

organizations. However, on the way towards this ideal state, the historical record of the

development of the value of the metric is an indication for the results of the process.

Summarizing, the presented approach proved its value at ZIVIT. Actually, it was already

extended by representing expiration dates of the maintenance levels of software and

hardware ITO to enable proactive measures for replacing ITO.

Something we have not done yet due to the high effort required but we are seriously

considering is the definition of weights for categories of ITO. A category of strategic

value, e.g. database products, has a different importance than the category of text editors

because the latter is most likely much easier to replace. This idea would require adapting

definition 4 of section 4.2 by assigning a weight between 0 and 1 to each category,

according to the effort for replacing a contained ITO by another one from this category.

In this way, the standardization degree of a category would still have a value between 0

and 1. However, the standardization degrees of the contained categories will be weighed

accordingly.
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As mentioned in the introduction, over-standardization is a practice in EAM that should

be avoided. Over-standardization should not be understood as an excessive degree of

standardization of the IT landscape but as a tendency to force standards on the

organization without consideration of the business needs. The introduced standardization

metric contributes towards the avoidance of over-standardization through exposing

quasi-standard ITO in its calculation. As defined in section 4.2, quasi-standard ITO are

such that are used in a high number of applications without having the status "standard".

Their presence indicates a possible discrepancy between business needs and established

standards. Their revision and possible promotion to standard objects is an essential step

towards aligning business needs with the IT landscape.

6 Outlook

The presented approach has been developed for large IT organizations using several

hundred or even several thousand ITO. However, by adapting the parameters of the

metrics the presented approach works for smaller IT organizations too. It could be

defined for example that only one standard ITO per category is allowed instead of two

(compare definition 1 in section 4.1). It is crucial to be aware that the application of the

presented metrics relies upon the availability of always up-to-date EA data. From our

experience this is one of the major obstacles for the success of EAM. Here we see a large

research potential regarding EAM processes. Ideas and concepts how to design and

implement EAM processes are presented for example in [Ke07] and [Mo09].

From a practitioner's point of view we see the need for more extensive research on EAM

metrics. An interesting approach would be for example to apply data warehouse

concepts on EA data. Additionally, we see a large potential in applying the "EAM

patterns approach" [Bu08] on EAM metrics. This would allow to share experiences

about EAM metrics in a convenient way by stating in which situations which metrics can

(or should) be applied.
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