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Control Flow Integrity (CFI) methods are part of research for over a decade
now. Limiting a program to its intended control flow is a challenging task but
also eliminates possibilities of code reuse attacks. There are many approaches,
a lot of which include additional data and checking code. One of them was de-
scribed by Abadi, Budiu, Erlingsson & Ligatti (2009). The main idea is to insert
arbitrary but unique byte sequences, called signatures, at jump targets into the
program code, as well as a checking code before each jump. The checking code
compares the signature at the target address with its own expected signature.
The jump only happens if both signatures matches. The need for signatures
to be unique comes from the fact that duplicated signatures could be exploited
and lead to unwanted control flows, since signatures of checking code and jump
targets would match that are not part of the intended control flow.
When the program itself is not known to the attacker there are still methods for
exploitation, i.e by leaking information (Bittau, Belay, Mashtizadeh, Mazières
& Boneh (2014)) or brute forcing (Goodspeed & Francillon (2009)). However,
in that case CFI is even harder to overcome.
We present a simplified approach of signature based CFI that works as protec-
tion against return-oriented programming (ROP), with the precondition that
the attacker does not know the positions of the gadgets. This is achieved by
permutation of the program code itself on a regular basis.
Permutation forces an attacker to start guessing for concrete addresses to jump
to, making it impossible to reliably change the control flow. As a result it is
no longer possible for an attacker to exploit duplicated addresses, making the
uniqueness of signatures is not important anymore. There-fore we settle withcr
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the same signature for all potential jump targets. This has the advantage that
we do not need complicated control-flow analysis and can use the same checking
code for all effected jumps.
Also, for now we only focus on valid targets for function returns. This way we
can make use of the fact that the return address is an address after a corre-
sponding call instruction. Instead of inserting a signature inside the program,
we can use the call instruction itself as a signature.
In result we have a simple checking method that can be inserted into any ex-
isting binary by replacing every return instruction with a jump to the checking
code. With that we can guarantee that each return jumps to a position after a
call instruction. Of course architectural particularities can introduce additional
obstacles to overcome. With ARM and Xtensa we will show two such architec-
tures and present possible solutions for an implementation.
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