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Comparing Relevance Feedback Techniques on German
News Articles

Julia Romberg!

Abstract: We draw a comparison on the behavior of several relevance feedback techniques on a
corpus of German news articles. In contrast to the standard application of relevance feedback, no
explicit user query is given and the main goal is to recognize a user’s preferences and interests
in the examined data collection. The compared techniques are based on vector space models and
probabilistic models. The results show that the performance is category-dependent on our data and
that overall the vector space approach Ide performs best.
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1 Introduction

Over the last decades personalization has become of major interest and it continually gains
on popularity. Especially in information systems, involving a large amount of data, a user
benefits from the presentation of only a subset of data, which is customized to the user’s
particular information needs or general interests.

In case of a target-oriented information need, information retrieval systems serve to satisfy
this as follows: A user formulates a query that fits his or her specific need for information.
The information system then returns the most appropriate documents regarding the query
using some algorithm. These documents are all assumed to be relevant for the given
information demand. However, this may not always be the case in real-world applications as
the envisioned request usually does not completely match the phrased query. One example is
the search for documents related to the animal crane. A user, with a clear objective in mind,
may therefore formulate the simple query “crane”. Using Google search the first results
include documents that are about the animal, about the machine type called crane, or even
about a paper manufacture carrying ”Crane” in its name. As can be seen from this example,
a semantic gap between imagination and the query can arise. To nevertheless ensure that
the user’s information needs will be satisfied, the formulated query can be adjusted using
relevance feedback [RS65]: Following the information retrieval step, the user rates the
best matching documents as relevant or non-relevant. Involving this assessment, the initial
query can be modified in order to reduce the semantic gap and hence better results can be
achieved.

Whereas traditional information retrieval systems serve a target-oriented information need,
the more general recognition of user interests is mostly done by information filtering

! Heinrich Heine University Diisseldorf, Institute of Computer Science, Universititsstrae 1, 40225 Diisseldorf,
romberg @cs.uni-duesseldorf.de



302 Julia Romberg

systems. Information filtering systems aim to help finding user-preference-based documents
by filtering unwanted information out of an overload of information. If we treat filtering
as a text classification task with two classes (relevant and non-relevant), techniques such
as neural networks, support vector machines, decision trees, or logistic regression, tend to
perform rather well once some basis knowledge of the user’s preferences is given [Zh09].
In order to collect initial training data and to handle the so-called cold start problem,
target-oriented retrieval techniques may be used.

The purpose of our work is to compare different retrieval techniques that involve relevance
feedback with regard to their behavior on the cold start problem and on a corpus of German
news articles. The considered models are on the one hand vector space models and on the
other hand models that originate in probabilistic theory. The remainder of this paper is
structured as follows: In the next section we discuss important papers for ad-hoc retrieval.
We then describe the data corpus, the relevance feedback techniques on which we focus, and
the query formulation. Subsequently the techniques are evaluated and compared. Finally a
conclusion is drawn and further work is outlined.

2 Related Work

A lot of research has been done in the field of ad-hoc retrieval and on retrieval models that
involve relevance feedback. The best known approaches seem to be query modification in
vector space models and improved relevance guesses in probabilistic information retrieval
systems.

The first relevance feedback approach, introduced in [RS65], relates to the vector space
model and gives a formula to spatial shift a vector that represents the user query towards
points that represent relevant documents. In [Id71] this idea is taken up on with changed
query modification formulas.

Probabilistic models estimate the relevance of documents. An overview over models such
as the basis model [MK60], the binary independence model [RJ76, Ri79] and the Okapi
BM25 model [RW94] is given by [JWRO00a, JWROO0b]. In general, relevance estimation
is done by making use of a subset of previously rated documents. This intuitively leads
to the application of relevance feedback. Further models that also originate in probability
theory, for example Language models [HRO1] and Bayesian networks [TC89], have also
been applied in connection with relevance feedback.

The approaches have mostly been tested on TREC collections® that were released for
tasks of the Text REtrieval Conference. We, however, want to evaluate on a different set
of data: German news articles taken from online resources. We want to observe how the
compared techniques behave on this specific data source, whether their performance is
topic-dependent, and which one performs best.

3 http://trec.nist.gov
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3 Data and Relevance Feedback Methods

In this section, first, the data corpus is presented. We then illustrate the data representa-
tion we use for the comparison. Afterwards, an overview of the used relevance feedback
techniques is given. Finally, we focus on the challenge of lacking an initial query.

3.1 Corpus

One basic requirement for a good comparability of different relevance feedback techniques
on a quantity of data is a high linguistic quality as well as good content-related quality.
This is essential as the corpus needs to be transferred in a comparable representation using
a natural language processing pipeline, whereby errors should be minimized, and also as
we evaluate on test persons. The German online platform ZEIT ONLINE* fulfills these
conditions. Furthermore, it provides an API to get access to the meta data of all archived
articles.

Our data corpus consists of 2500 German news articles which were crawled from ZEIT
ONLINE. They were divided up in the categories politics, society, economy, culture, and
sports, with a proportion of 500 articles each. This size was selected to fit on the one hand
the need for a sufficiently large corpus to get significant results on the evaluation runs and
to simultaneously reduce the impact older articles have on relevance ratings. News actuality
often correlates with relevance so that the given relevance feedback could be biased by
including articles that have no relation to current events.

3.2 Data Representation

In order to run our evaluation, we first need to transform the collection of documents in an
applicable format with regard to the chosen relevance feedback methods. The most general
approach is the use of a bag-of-words: Given an index term vocabulary V = {wy,...,w, }, a
document is expressed by a n-dimensional vector in which every entry is the term frequency
of w; in the regarded document. Important contents of news articles, particularly online,
use to be described by key words. These key words are mostly nouns and named entities,
such as person names, locations, and companies. We therefore decide to only include nouns
and named entities in V. This also leeds to a remarkable dimension reduction. While in the
bag-of-words model words are seen as isolated units, topic models attempt to incorporate
relations between words by uncovering underlying semantic structures of the collection.
One of the best known topic models is Latent Dirichlet Allocation [BNJO3]. The main idea
here is that a collection covers k topics. Thereby a topic is defined as a distribution over a
fixed index term vocabulary and each document belongs, to a certain proportion, to each
of the k topics. A document is represented by a k-dimensional vector of length 1, which
consists of the topic membership proportion.

4 http:/www.zeit.de
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3.3 Vector space models

Vector space models are based on the assumption that documents and querys can be
represented as vectors located in a vector space. A document’s relevance concerning a given
query is defined by the similiarity between the two representing vectors. We used the cosine
similarity, which is the most commonly used similarity measure in this context: The smaller
the angle between two vectors is, the more alike they are.

The first approach we use is Rocchio’s formula [RS65]. On the basis of subsets with known
relevance judgments, the spatial position of an initial query vector ¢ is improved by moving
the original query vector ¢ towards the centroid of the relevant documents D, and away
from the centroid of the non-relevant documents D,,,:

Gn=0-G+p o= Y di—v - ¥ d; (1)
|Dr| VZjEDr |Dnr| ijGDnr

gm denotes the modified query vector which is then used to calculate the similarity to the
document vectors in order to determine a more appropriate set of relevant documents. The
weights o, B,y € Rg control the impact of the single components.

One further vector space approach is Ide [1d71]. It removes the centroid normalization from
formula 1: N N
ZI)m:a'ziJf_ﬁ' Z dj_Y' Z dj 2)
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3.4 Probabilistic models

In contrast to vector space models, classic probabilistic models aim to estimate a document’s
relevance for a given query. For this, a term weight € [0, 1] is assigned to every query term
that expresses the probability of obtaining a relevant document by this term.

We used the Binary Independence Model and the Okapi BM25 Model with a smoothed term
weighting proposed in [RJ76]:

Wi = ‘Dri|+0-5 . |D‘_|Di|_|Dr|+‘Dn‘|+0'5
|Dr|_|Dri|+O'5 |Di|_‘Dri|+0'5 ’

where D,, denotes the relevant documents which contain the ith term out of all relevant

documents D, and D; denotes the number of documents out of all documents D = D, UD,,,

that contain this term.

The overall estimated relevance for a document d and for a given query ¢ = (wi,wz, ..., w;)
in the Binary Independence Model is, under the assumption of term independence, provided
by the logarithm of the product over all weights w; of the query terms that are contained in
d:

t
relevance_score(d,q) = logHW,- icqg =) log(w;) - Licy 3)
i=1 '

!
1=i



Comparing Relevance Feedback Techniques on German News Articles 305

Additionally, in the Okapi BM25 Model term frequency and document length are taken into
account by

Zlog ) tf(wi,d) - (ky +1)

relevance_score(d
) (1= b)+b- I £ tf(wd)

“4)

The parameter k; controls the influence of w;’s term frequency tf(w;,d) in d. The impact of
the document length dl in proportion to the average document length avdl in the collection
is given by b € [0,1].

Intuitively, a good way to reflect the user’s information needs would be a query which
consists of terms that occur frequently in relevant documents. This idea is the basis for a
different approach to probabilistic models named language models. The probability that a
document is relevant to a given query can, according to that, be estimated by

r

P(d|g = (wi,w2,...,w1)) = P(d) - P(q|d) = P(d) - [ [((1 = ;) P(wi) + AiP(wild)) ~ (5)
i=1

A permissible way to estimate the probabilities is [HRO1]:

df(Wi)
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where df(w;) denotes the document frequency of the query term w;.

The parameter A; € [0, 1] mirrors the importance of the ith term in g. In order to find a
good value for A; we use an expectation-maximization algorithm as suggested in [HRO1].
Expectation-maximization is a statistical method to estimate unknown parameters on
incomplete data: By alternating an expectation step and a maximization step, conclusions
on the probability distribution in the complete data set can be drawn. The expectation step
is defined as )

Dy p

¥ 3" P(wild;)

= (1= A7) P(wi) + AP P(wild;)

and the maximization step is defined as

/
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3.5 Query Formulation

The precondition for relevance feedback techniques to work is the existence of an initial
query. In our case, there is no user formulated query to start with. To overcome this problem,
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we initially define ¢ in vector space models as zero vector, equivalent to the document
representation with n dimensions in the bag-of-words format and k dimensions in the LDA
format. After a first training phase, the vector is then modified into a more meaningful
vector. On the other hand in probabilistic models we initially admit every index term as
possible query term.

4 Evaluation

In order to run the comparison of the relevance feedback methods, the experimental setup
is introduced at first. After that, different evaluation measures are discussed, followed by
the evaluation results which are described and then discussed.

4.1 Experimental Setup

Table 1 gives an overview over the relevance feedback techniques that are compared. As
most of the techniques’ performances depend on the parameter selection, we tried different
settings that were current in the literature. Furthermore the vector space model techniques
were evaluated on both data representations: bag-of-words and LDA. Beside the comparison
between techniques, we also wanted to observe if the techniques behave differently on
various news article categories. We exemplarily took the categories culture, economics,
politics, society and sports.

The ideal experimental setup would imply for every test person to evaluate any technique on
any category and over a period of time, i.e. to run several feedback iterations. Unfortunately

Technique Parameter Setting BOW LDA  Abbreviation
Rocchio (formula 1) a=1,=075y=025 V R
Rocchio (formula 1) a=1,=0.75v=0.25 v LR
Rocchio (formula 1) a=1,8=1,v=0 v R2
Rocchio (formula 1) oa=1,8=1,y=0 v LR2
Ide (formula 2) a=1,B8=1,y=1 N Ide
Ide (formula 2) a=1,B8=1y=1 v LI
Ide (formula 2) a=1,B8=1,v=0 v 12
Ide (formula 2) a=1,8=1,v=0 v LI2
Binary Independence Model v BIM
(formula 3)

Okapi BM25 (formula 4) b=0.75k =12 v B25
Okapi BM25 (formula 4) b=0.75k =1.6 v 252
Okapi BM25 (formula 4) b=0.75,k; =2.0 v 253
Language Model (formula 5) EM-algorithm v LM

Tab. 1: List of evaluated techniques and abbreviation names
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this was not practically applicable with the test persons, which were not rewarded. The
main goal of the comparison is the comparison between the techniques. For this reason we
decided for every test person to evaluate all techniques but not all categories. We had 29 test
persons which were randomly assigned to the five categories having five persons on culture
and six persons on each other category. Instead of comparing the techniques over several
iterations we chose a train-and-test setup with a bigger training phase: For the training the
test persons had to give relevance feedback on 100 randomly chosen news articles. For the
testing the test persons had to give relevance feedback on the top 25 results calculated by
every technique-setting pair.

To observe the adaption on new data, in the test phase news articles that had already
been shown and rated during the training were not shown again. The test persons were
furthermore explicitly requested to rate the relevance of an article independent from up-to-
dateness.

4.2 Evaluation Measures

The evaluation of relevance feedback is challenging as it is quite subjective. An appropriate
way to evaluate a classification task is to calculate the precision:

[relevant N retrieved|

recision = -
P |retrieved|
Precision is a set-based measure. It does not take the degree of similarity of a document and
a query into account. However, in our case retrieval is done by determing the k best results,
which implies a ranking. Therefore a ranking-based measure could be more informative. A
widely used one is MAP:

mar— Loy [ Ly ision@k - 1
_N,Z m-Z(preczswn : {keDrl.})

i=1 k=1

MAP is the mean average precision of a given ranking over N instances. The average
precision AP is calculated from the precision at any position k € {1,...,n} that was rated as
relevant for the instance i, denoted here by the indicator function 1 ;¢ Dy} In our case, the
instances i represent the test persons.

For every technique precision and AP are calculated for all test persons and then averaged to
have a comparative value. Somewhat problematic thereby is the comparability of different
test persons. Every test person has a different affinity towards the assigned topic which
results in differences in distribution and proportion of relevant documents. To bypass this
circumstance the application of the argmax may be the best evaluation measure:

argmax f(x)
xeT

T is the set of techniques that are evaluated. The function value f(x) is the total number of
test persons for which technique x performed best, either by using precision or AP.
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technique  mean precision (variance) =~ MAP (variance)

R 56.1 (4.9) 42.1(6.7)
R2 54.1(5.7) 39.1 (6.4)
Ide 61.4 (6.2) 49.0 (9.6)
2 59.3 (5.4) 45.8 (7.3)
BIM 60.0 (5.1) 457 (1.3)
B25 61.4 (5.0) 472(7.2)
252 61.2 (5.1) 47.1(7.4)
253 61.1(5.3) 473 (1.7)
LM 59.0 (4.6) 42.5(5.8)
LR 55.6 (4.9) 38.2 (4.9)
LR2 53.5 (4.6) 35.7 (4.7)
LI 58.5(6.1) 42.8 (6.9)
LI2 57.1(5.5) 41.7(5.7)

Tab. 2: mean precision and MAP without compliance of category

R R2 Ide 12 BIM B25 252 253 LM LR LR2 LI LI2

culture o0 o0 21 11 11 1/0 2/1 31 00 00 00 1/0 0/0
economics 2/1 0/0 2/0 1/0 11 2/0 2/1 10 11 2/1 2/1 21 21
politics 22 43 12 2/t 00 1/1 00 0/0 1/0 0/0 0/0 1/0 0/0
society 71 0/0 44 00 11 11 U1 1/1 11 0/0 00 1/71 11
sports o1 10 00 00 11 00 00 00 0/0 11 2/0 32 1/]1

all 5/5 5/3 97 42 4/4 52 5/3 572 3/2 3/2 4/1 8/4 4/3

Tab. 3: argmax of precision / argmax of AP

4.3 Results

We now want to present and discuss the evaluation results. Table 2 shows the mean precision
and the MAP for every technique without compliance of the category that the test persons
were split into. In addition, the variance within the techniques is stated. The best results for
mean precision are reached by Ide and by B25 with 61.4, whereby B25 shows a slightly
lower variance. The MAP shows similar results with Ide being the best, achieving a value
of 49.0. B25, however, according to this measure, performs worse (47.2). If we only focus
on the techniques performed on the LDA-representation, both measures determine LI as the
best. Table 3 shows the results evaluated by means of the argmax-function. The first five
rows stand for the categories and the columns show the techniques. The row ,,all* gives a
category-independent overview of the number of test persons that each technique performed
best for. For mean precision, Ide and LI clearly outperform the other techniques with a total
of 9 or 8. MAP shows the same tendency to a lesser extent.

Mean precision and MAP values for the category-dependent consideration of the results are
shown in Table 4 and Table 5. The columns represent the different approaches while the
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R R2 Ide 12 BIM  B25 252 253 LM LR LR2 LI L12

culture 536 504 66.4  59.2 624 648 672 576 544 496 655 576
economics  60.7 620 620 613  68.7 68.7 667 620 653 620 647 673
politics 63.3 593 607 56.0 587 587 587 613 467 46.0 533 487
society 60.7  56.7 66.7  64.0 707 713 713 673 640 60.0 628 653
sports 420 360 420 427 453 433 427 467 473 493 473 467

Tab. 4: mean precision

R R2 Ide I2 BIM B25 252 253 LM LR LR2 LI LI2

culture 38.1 334 564 46,6 514 537 555 376 333 313 453 427

economics 468 456 47.6 437 558 546 531 447 484 441 514 495

politics 50.6 468 485 437 450 446 448 438 301 305 345 310

society 464 398 552 480 546 547 550 554 483 429 462 510

sports 279 242 268 272 338 299 291 293 301 303 29.1 34.4
Tab. 5: MAP

rows represent the five categories. For the categories culture and society, Ide leeds to the best
values, having mean precision= 68.0, MAP = 57.8 for culture and mean precision= 76.7,
MAP = 67.3 for society. B25 obtains a mean precision of 70.0 and BIM a MAP of 56.6 as
best for economics. In politics, R2 holds the leading position, with mean precision= 64.7
and MAP = 51.5. Finally, for sports BIM yields the best mean precision (52.0) and LI yields
the best MAP (37.1). Focusing on the worst results, for any category and for both measures
surprisingly Rocchio’s algorithm with the proposed parameter settings performs the worst.
Table 3 shows the evaluation received by the argmax. In contrast to the category-independent
consideration, no clear tendency can be observed, which underlines the difference in the
application of the techniques between the categories.

In summary, a dependency of category and best performing technique is apparent on our
test data and test persons. Depending on the measurement, Ide’s approach and the Binary
Independence Model as well as the Okapi BM25 Model perform the best, whereby Ide
seems to slightly lead. Rocchio’s algorithm produced the worst results according to the
three measures we used, although, in a few cases, it also performed well.

5 Conclusion and Future Work

In this work different approaches for the application of relevance feedback and ad-hoc
retrieval techniques have been compared on a data corpus including German news articles.
Thereby the focus was on the performance of the single techniques, category-dependent as
well as category-independent. We showed that the techniques are category-dependent on
our data representation and that Ide’s formula (Formula 2) slightly outperforms the other
techniques by means of the applied measures. Surprisingly Rocchio’s formula (Formula 1)
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did not achieve similar results to Ide’s, although this is frequently stated in the literature.
Nevertheless we have to admit that the determination of a appropriate measure for relevance
feedback is challenging.

In future work, we want to extend the evaluation. Further parameter settings, a larger
number of test persons and other data representations could lead to more meaningful results.
We also plan to analyze a larger collection and to test the results we achieved on significance.
Furthermore, an evaluation over all techniques and all categories for one test person, and
over several iterations, would be interesting. This would also enable to evaluate approaches
that refer to rank-based result sets, for example Ide Dec-Hi [1d71].
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