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Abstract: The security of the commonly used face recognition algorithms is often doubted, as they
appear vulnerable to so-called presentation attacks. While there are a number of detection methods
that are using different light spectra to detect these attacks this is the first work to explore skin pro-
perties using the ultraviolet spectrum. Our multi-sensor approach consists of learning features that
appear in the comparison of two images, one in the visible and one in the ultraviolet spectrum. We
use brightness and keypoints as features for training, experimenting with different learning strate-
gies. We present the results of our evaluation on our novel Face UV PAD database. The results of
our method are evaluated in an leave-one-out comparison, where we achieved an APCER/BPCER
of 0%/0.2%. The results obtained indicate that UV images in presentation attack detection include
useful information that are not easy to overcome.
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1 Introduction

Face recognition (FR) is the most commonly used biometric method for recognizing peo-
ple. Applications range from unlocking smartphones and border-control to dynamic reco-
gnition in surveillance scenarios. The accuracy of face verification systems has improved
significantly since the advent of deep learning, especially in scenarios where sample and
probe image are taken in similar conditions. While the accuracy of FR improved, their
vulnerability to presentation attacks remains a major challenge. Presentation attacks are
defined as “presentation to the biometric data capture subsystem with the goal of inter-
fering with the operation of the biometric system.”’[In16]. They range from very simple
low effort attacks like printed face images or replayed videos to more sophisticated attacks
involving high quality disguises and masks. Presentation attack detection (PAD) are ap-
proaches to prevent presentation attacks from single or series of images, using different
properties like: motion, texture or life signs. There is currently no detection method that is
absolutely safe. Especially three-dimensional masks and high quality 3D-prints can very
often overcome PAD. Commonly known methods include additional analysis of images
captured in different wavelengths, especially in the infrared (IR) and near-infrared (NIR).
Their general vulnerability in practive is that 2D and 3D face images of people are com-
monly available, or can be generated even from a single image [ASJT17]. In this paper
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we present a solution that tackles PAD, by using multi-modal biometrics in the ultra-violet
(UV) spectrum by analyzing Melanin Face Pigmentation (MFP). As discovered in a recent
paper [Sal8], MFP can be seen as additional modality, of which most can only been seen
by a sensor, sensible in UV wavelength. In this paper we analyze if these captures of the
human skin are useful for PAD by presenting novel methodology. Our first method detects
MFP in the images using ORB keypoints and identifies attacks using their number and
distribution. In the second method, we examine whether the corresponding brightness can
be used as a feature between the images. Both methods use two captures at the same time,
one in the UV spectrum and another made in the visual spectrum (VIS). To confirm our
assumption that PAD works by using images in the UV spectrum, we present a database
of presentation attacks that includes images in UV and VIS spectrum (see Section 3). This
database contains images of 2D prints on paper, 3D prints and masks of different mate-
rial. These images are evaluated together with a recently published database of 91 real
subjects captured over a period of 6 months showing different expressions and poses. The
methodology of our verification methods is presented in Section 4. There, we describe the
image descriptors and fusion methodology that we used in our methodology. Our results
in Section 5 show if UV face imaging and/or MFP, provide valuable distinct information
for face PAD. We conclude with a future perspective about the use of these properties for
future research and highlight observed issues and limitations in Section 6.

2 Related Work

Active imposter presentation attack detection algorithms can be categorized into hardware
and software based. Software based algorithms are cheaper, space saving and include static
and dynamic algorithms. They can analyze micro-textural patterns [RB17] and/or motion
[De12] but mostly fail when a trained model is used in a different environment or on other
datasets. Damer et al. [DD16] reported good results in a motion magnification based ap-
proach using histograms of oriented optical flow. A limitations of this approach is the hu-
man physiological rhythm itself and computational costs. Hardware-based multi-spectral
algorithms analyze several images in distinct regions of the electro-magnetic spectrum in-
dividually [Ral7]. There are also multi-sensor approaches, where multiple spectral bands
are being used at the same time by different sensors. The spectral band can be divided
into the VIS [400nm - 700nm], IR [780nm - 15 pum], NIR and the short-wave (SWIR)
band. Multi-sensor/cross model approaches can take advantage of the different reflection
properties of material in different spectra. In other words, knowing that human skin re-
flects IR light quite different than e.g. silicon, enabled the detection presentation attacks
by a comparison of images which capture both spectra. The effectiveness of this method
is demonstrated by the known FacelD, used in the Apple iPhone’s. But while active IR or
NIR images show advantages especially in robustness to illumination and exhibit special
characteristics of the human skin, they can be spoofed as well by using a 3D mask[SKJ16].
Due to the MFP ascribed properties, we think that these features should also be useful for
PAD.
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3 Database

The evaluation of the proposed method is carried out on an extended version of a newly
created UV-Face database [Sal8]. The database consists of images collected in the UV, as
well as in the VIS spectrum under conditions, as one would expect them in a controlled
scenario, such as border control. Compared to the IR bandwidth, one of the first observati-
ons when exposing human skin to UV emission is, that skin of different people looks quite
differently in that spectra. The Fitzpartick scale[Fi88] groups the skin type into six diffe-
rent categories, according to the reaction of the skin to the sun. Most notable with skin type
I, where people show additional MFP in the UV image, that aren’t visible for human eyes.
We captured 476 images of 28 identities of Skintype I and II. 1042 images of 45 identities
of skintype III and IV and 330 images of 18 identities of skintype V and VI. The database
includes subjects of different age, gender and skin types. We’ve expanded the database
by 127 images of spoofing attacks by using a variety of materials based on a selection of
attacks according to reported attacks in media and research. We used eight different types
of masks (painted and unpainted latex and latex foam), bursts (silicone, photopolymer and
PLA) and paper printouts on different paper. Each attack is captured by using both cameras

(5A) (5B)

Fig. 1: Created spoofing attacks VIS (A) UV (B). (1) Color-bust made of photopolymers, by Stratasys
- Connex 3 3D printer (Polyjet) (2) 3D face bust (17x11cm), by Prusa i3 MK3 3D (Polylactide) (3/4)
Unpainted, professional latex masks, two painted masks of the same material and variations with
wigs (5) 3D face bust (silicone rubber) on a 3D mold, using alginat for the imprint (6) Twenty laser
color-printouts, Ten using normal paper, ten on thicker shiny

in following poses: frontal, 45°view to the left, 45°view to the right, looking up, looking
down. Two cameras, attached side by side, are used in order to keep the divergence in per-
spective small. Test participants, wearing the masks, or the 3D models are positioned at a
distance of 1.5m away from the cameras. In order to avoid interferences, UV/IR and VIS
filters were used respectively, allowing only the transmission of the intended wavelength.
For the UV capturing, a DLP LLC camera with a CMOS sensor, resulting in images of
2592x1944 pixel resolution is used. For illumination we used two 36W UV-A LPS lamps
with a bandwidth between 315nm and 400nm positioned in front left and front right to
the subject. The position of the used lights was chosen in a way that shades are similar in
both captures. The images in the visible spectrum are captured by using a Nikon D9000
with a APS-C CMOS sensor and a 35mm lens. The UV images are resized by 58% and
cropped to 600x600pixel, VIS images respectively. All images are converted to gray-scale.
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We augmented the attack database by slightly changing the saturation for every image pair
by using linear transformation.

4 Introduced Methods for UV-PAD

As one of the first observations, after capturing the attack images, we found that the bright-
ness of the images differs greatly in UV compared to the VIS. Since both VIS and UV
image are taken simultaneously by us, we can rule brightness manipulation by the attacker
out. While the brightness of the silicone bust (see Figure 1-5B) is relatively low, the 3D
color print made of photopolymers 1-1B) reflects a lot and is therefore very bright. Of
course, it can also be assumed that UV images of non-skin have no MFP, which would
be additionally evaluable on the UV images. Another observation is that relatively smooth
material, such as latex masks with no notches, have almost no details in the UV spectrum
(see Figure 1-4B). Furthermore, all latex masks show no reflections that lead to overexpos-
ure at all. Comparing that to bona fide images we observed that there is almost no image
that does not show at least a small area like this (very often at the forehead). However,
smooth material such as the silicon print, the 2D prints or the PCL 3D print have very
strong reflections of this kind. In the case of the 2D printouts, it was even only possible
at certain angles to capture images at all, where not the complete face is superimposed by
this effect. The main difference between two images is the overexposure in some places,
apparently due to the material. However, this effect also occurs in the images of the bona
fide group, and is therefore not suitable for a targeted evaluation. These observations lead
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Fig. 2: Flow-Diagram of the proposed Methodology.
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us to evaluate these properties in two different ways. If there are no differences between
the two images, as would be the case with real skin (MFP), this is an important feature,
which can be characteristic of attacks and bona fide. Secondly, there are differences in the
ratio of the brightness from VIS to UV, which may differ from those of the skin, they can
be seen as spectral signatures. As our database is relatively small, we could not effectively
use any deep- or transfer learning approaches. Therefore, we chose conventional features
to analyze those characteristics and prove their significance. Since both properties only
affect the skin, we use the same preprocessing steps for both methods , which is descri-
bed in the next section. Our method for extracting the different details of both images are
explained in Section 4.2. The brightness differences are presented in Section 4.3.
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4.1 Pre-processing

Initially, face detection is performed on the full resolution images. After that, VIS and UV
images are aligned to the face region by using face alignment by Zhang et al.[Zh16]. We
aligned several images manually in order to guarantee their meaningful inclusion into the
dataset. Since it is not expected that the eye region will provide valuable information, we
remove this region with a mask. Since hair and the mouth region also contain no valuable
information, we perform skin detection by using the procedure of Buza et al. [BAO17]
and mask-out all non-skin pixel. In a next step, we convert all images to grayscale, in
order to reduce the complexity of our small data-set. In our approach, which evaluates the
similarity of local features (See Section 4.2), we also do histogram equalization, which we
do not do in the case of brightness analysis (See Section 4.3).

4.2 Analysis of Similarity using local Features

As already shown in previous work[Sal8], MFP features can be extracted effectively via
keypoints (KP). We expected to find these properties which are visible in the UV spectrum
in high frequency features with a pixel size between 3 and 20 pixels (px). We have therefore
selected the ORB (Oriented FAST and Rotated BRIEF) feature detector [Rul1] to extract
this property. The ORB detector is computationally very efficient with similar matching
performance to SIFT but less affected by image noise and can be used in real-time. A
maximum of 1000 ORB KP are calculated using the harris score ranking and four points to
produce the oriented BRIEF descriptor. Matching is done by using the euclidean distance
between two points, one in the UV image, one in the VIS image, assuming that they denote
the same feature if the euclidean distance is smaller than 10 px. In Figure 3 the results
of the KP extraction and matching is shown on two images. In the upper images of an
attack, with unpainted latex mask, it can be seen that hardly any of them are detected on
the surface. It can only be found along the mouth, while in the bona fide image (below)
they are recognized throughout all many of them can be matched. The overexposed area
on the forehead in the UV image is also clearly visible. With the described method we

Fig. 3: Matched and Unmatched Keypoints in a typical bona fide image of Skintype II (bottom) and
an Attack using a Silicone Mask (top).

have extracted the keypoints on all image pairs. We can detect the following three main
differences between attacks and bona fide: (1) The number of detected keypoints is smaller
for attacks compared to non-attacks (see Figure 3A)(2) Bona fide show more KP on the UV
image that can’t be matched with ones on the VIS image (see Figure 3B). (3) In attacks,
more unmatched KP can be found on the VIS image than are found on the UV image. The
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3D silicone imprint exhibits an extremely high number of unmatched keypoints on both
images. These attributes allow us to distinguish both classes in particular, we visualized
the number of unmatched KPs in the UV and the VIS image over all classes in Figure
4. We assume that the number of unmatched keypoints between UV and VIS, as well
as between VIS and UV contain discriminative information. Therefore, we compose our
feature vector as follows: (1) Total KP detected in UV (2) Total KP detected in VIS (3)
Matched keypoints (4) Unmatched KP in the UV image and (5) the number of KP in VIS
that couldn’t be matched to the UV image.

4.3 Analysis of Brightness Property

As can be seen in Figure 3, attacks reflect differently from bona fide faces when captured
with an UV camera. Figure 4 (Left) depicts the average difference between VIS and UV
images of both bona fide faces and attacks presented in a gray-scale histogram. Thus, this
method utilizes the distribution of their brightness values in the form of histograms. It aims
to discern legitimate images from attacks by comparing the histograms of both the UV and
the VIS image of faces. Since the histograms represent the image’s brightness distribution,
each has a length of 255. By combining both histograms for one face, we create feature
vectors containing the amount of pixels that are of each particular brightness for both
the UV and VIS image. We experiment with different methods of combining, including
adding, subtracting and concatenating the histograms for feature vectors of a length of
either 255 or 510.

Bona Fide
Attacks

Unmatched VIS Keypoints
Grayscale Value

Unmatched UV Keypoints 0 Frequency

Fig. 4: (Left) Unmatched ORB Keypoints in the UV and VIS Image. (Right) Histogram comparison
of Attacks(red) and Bona Fide (blue) in Grayscale.

5 Experiments and Results

In our approach using keypoints, we experimented with adding and omitting the features
written in Section 4.2. Here, the variant using all five values has proved to be the best.
Using the positions of the keypoints, we experimented with different feature vector lengt-
hs between 150 and 500. A length of 300 has proven to be optimal. The feature vectors
of the histogram approach are created by either concatenating, adding or subtracting the
histograms of UV and VIS photo for a total of 9 experiment setups. The different setups
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are then evaluated based on APCER? and BPCER*. While the SVM and AdaBoost ap-
proaches both yielded usable results (with the AdaBoost approach performing the best).
The logistic regression approach was not able to capture the difference of legitimate faces
and attacks to an acceptable degree. This is likely due to the high amount of data required
to train neural networks in comparison to SVM and AdaBoost. Among the different vec-
tor combination approaches, adding and concatenating performed comparatively (adding
performing slightly better), while subtracting did not perform as well, likely due to a loss
of information when brightness value resulted in zero.

Tab. 1: Our Results on the presented Dataset.

Scenario Histogram Keypoints Fused
APCER BPCER APCER BPCER APCER BPCER
Only Skintype 1-2 0% 0.4% 2.2% 2.45% 0% 0%
Only Skintype 3-4 0% 0.4% 3.3% 3.0% 0% 0%
Only Skintype 5-6 0% 0.4% 3.9% 6.9% 0% 0.2%
All | 04% | 12% | 42% | 2% | 0% | 02%

Due to the small amount of data available, the evaluation is performed using a leave-one-
out approach. Since AdaBoost has showed the best results in all scenarios, we only indicate
the error rates using that classifier. We were able to achieve a APCER of 0.4% at 1.2%
BPCER for the histogram features. Using this feature, we observed false positives (FP)
especially in cases using the 2D print attacks. In case of the KP feature vector we achieved
4.2% APCER at 7.2% BPCER while having FP mostly at the attacks using the silicone 3D
print and the painted latex masks. By combining both feature vectors into a common one
and training them with AdaBoost we were able to reduce the APCER to 0% at 0.2%. This
is consistent with our assumption that both properties contain complementary information
that together allow a meaningful distinction of the classes.

6 Conclusion

We presented an experimental study on evaluating the vulnerability of face recognition
system towards presentation attacks. We proposed a novel multispectral face image da-
tabase comprised of 91 subjects and several face presentation attacks. We explored the
intrinsic characteristics of UV and VIS images and used global and local features to quan-
tify the captured images as bona fide or attack. Our results indicate that UV images include
useful information for PAD.
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3 Proportion of attack presentations using the same PAI species incorrectly classified as bona fide presentations
in a specific scenario
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