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Abstract—
Classical frequency converters are designed as embedded

devices optimized for a specific application-field. But in times
of Industry 4.0 simple frequency converters change to smart
control units and become more intelligent with analysis and
reporting functions to build up smart grids in automation systems
for reducing maintenance costs and increasing productivity. To
realize these new functions, an evaluation is needed, which kind
of computer architectures should be used for these new devices.
Due to more complex algorithms, classical microcontrollers are
not sufficient anymore. Therefore, we show in this paper, if and
how microprocessors in smart control units can benefit from
highly parallel hardware accelerators. Consequently, we propose
to increase the performance of an ARM Cortex-A9 processor by
using an Epiphany III E16 many-core processor as hardware
accelerator for complex analysis tasks. Our results show, that a
speedup of 1.78 can be achieved, while the power consumption
is increased by only 9%.

Index Terms—Smart Sensors, Many-Core Processor, Hetero-
geneous Processor Architecture, Epiphany, Parallella, Embedded
Preprocessing

I. INTRODUCTION

For the control of most electrical engines frequency con-
verters are needed. Therefore, the standard solution is to use
embedded microcontrollers executing simple PID regulators.
Depending on the application area of the electrical engines,
there are different requirements for the control algorithms
regarding performance, latency and power. Especially the
embedded hardware of control units produced in quantity
should be just powerful enough to meet the minimum re-
quirements of a stable regulator. In other application-fields
like power generator systems, they must be highly accurate
to guarantee optimal control. Otherwise power would only
be fed inefficiently to the grid. Moreover, robot arms need
a low latency for fast movements. Beside controlling of
electrical engines, frequency converters can also monitor them.
To fulfill the requirements of the Industry 4.0 a paradigm
shift can be seen from simple frequency converters to more
powerful smart control units with advanced analysis functions.
Simple functions include the determine whether an engine is
running or the analysis of different voltage levels. A more
complex example is the spectrum analysis of the voltage and
current waveforms, for example to detect failures of engines
in a very early state, as it was shown in [1] to monitor
electrical engines on a ropeway. Thus, maintenance costs
can be reduced by additional monitoring information. This

way, parts in an automation system that otherwise become
defective and interfere with production, can be identified and
replaced in time. Furthermore, monitoring information can be
provided actively by the frequency converters itself within big
automation systems. Another optimization, which can be done
by power analysis is feature extraction. Instead of transmitting
all acquired raw samples for monitoring, the amount of data
to transmit can be reduced significantly by preprocessing
the raw values already in the sensor. Thus, only the state
of the according electrical engines has to be transmitted.
Such smart sensors, which combine data acquisition and data
preprocessing, can be the solution to realize big, complex
systems. To execute all these additional tasks on the power
controller, more computing power will be needed.

To gain more computing power, different approaches from
the view of computing architectures are possible. Because
most frequency converters uses only simple microcontrollers
(e.g. ARM Cortex A9), a replacement with a more powerful
device (e.g. ARM Cortex A57) is possible. Although this
way seams to work, the new device becomes more cost
intensive and is also “overpowered” if only a legacy fre-
quency controller is needed. Therefore, we propose in this
paper the usage of parallel hardware accelerators. Using this
methodology, it is possible to optionally put computational
power to a existing device to make it more intelligent or
even smarter. In summary, a possible approach is to use a
common platform with minimum required hardware resources
to provide the main functionalities, like PID controls, which
are always needed for every application. Furthermore, there are
free slots, where additional accelerator cores can be mounted.
These can be necessary to implement more complex filter
operations, reducing latency by processing multiple channels
in parallel, executing more complex regulator algorithms and
the concurrent signal analysis of several channels. Thereby, it
is possible to cover a wider application area and reducing the
development, as well as the production costs. An abstract view
how the described system could look like is shown in Fig. 1.

The goal of this paper is to determine if and how hardware
accelerators can help to put more smartness into power control
units. As starting point of this work, we have chosen the
Epiphany-III many core processor with 16 RISC cores. Due
many different channels which have to be processed in power
control units, this chip seems to be a good choice for process-
ing acceleration. Moreover it has a low power consumption
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Fig. 1. Platform for an extendable frequency converter control unit.

and due to the Network-on-Chip architecture with off-chip
connections, the computation power could be easily increased
by putting multiple devices together. Finally, the Epiphany pro-
cessor is programmable with high-level languages like C/C++
and does not require detailed hardware design knowledge as
it is needed when using for example FPGAs as accelerators.

This paper is structured as follows. Section 1 discussed
the need of smart control units and explains the need of
new architectures for these devices. In the next section some
work is presented, which relates to this topic. In Section 3
the algorithms, which run on such a smart control unit are
analyzed in more detail. The implementation is described in
Section 4. Section 5 presents an evaluation when the usage of
hardware accelerators is useful. We will finish this paper with
a conclusion and a short outlook.

II. RELATED WORK

Most controllers of frequency converters were designed as
highly optimized solutions to reach the needed performance.
In [2], for example, the system is optimized for a small scaled
robot, a controller for quadrocopters was shown in [3] and
a PID using fuzzy logic was presented in [4]. Thus, it is
difficult to find a common platform to save time and costs
in development.

To gain more flexibility and cover a wider application area,
a framework was presented in [5]. Another approach utilizing
Simulink was shown in [6] In [7] an application-specific
instruction set processor (ASIP) was developed to increase
flexibility. However, all these proposals are only useful for the
same kind of algorithms, like PID controls.

However, there are also control algorithms, which differ
drastically from another. For fuzzy logic controllers [8], there
are completely different requirements on the hardware than on
self-tuning regulators [9]. Moreover, for supporting multiple
channels an ability to execute those channels in parallel is
needed. In [10] a robot arm with six degrees of freedom
was presented, multiple channels have to be controlled in
parallel. In [11] even a combination of self-organizing reg-
ulators using multiple channels was presented. The presented
frameworks and tools are not flexible enough to cover such
wide application-fields.

One approach to execute nearly all applications is to utilize
FPGAs. As shown in [12], configurable hardware offers large

flexibility, so the hardware can be reused. In [13] a combi-
nation of a microcontroller and a FPGA was presented to
increase the performance by an accelerator core. However, a
single architecture, can either be designed for high perfor-
mance or low power application-fields. Moreover, applying a
hardware description language, which is needed to configure
FPGAs, increases the development time.

Requirements on the embedded can strongly differ. Beside
applications using small scaled low-energy microcontrollers
like in [14] and [15], there are other ones requiring more
performant hardware, as in [16]. There a DSP serves as
processing unit for high performance motor drives.

To cover also these different types of applications, a simple
programmable and extendable architecture is required. So
our approach is to use a standard embedded architecture,
like an ARM processor as main control unit and many-core
architectures as accelerators, which can be mounted optionally.
A suitable many-core processor is the Epiphany III E16 from
Adapteva. Zain Ul-Abdin demonstrated the performance of the
Epiphany core by executing radar processing algorithms on
it in real-time [17], [18]. Moreover, Reichenbach et al. used
the Epiphany core to execute correlation functions in real-time
[19]. So, this architecture will provide the needed performance
to serve as optional mountable accelerator core to speedup
control and analysis algorithms requiring more performance.

III. ALGORITHMS FOR CONTROLLING AND ANALYSIS
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Fig. 2. Illustration of a frequency converter.

In Figure 2 a frequency converter is shown, converting
frequency and voltage amplitude of the source signal. Thereby
the frequency converter can be divided into a power electronics
part, the Power Unit and into an embedded hardware con-
troller, illustrated as Control Unit. To test an accelerator for
a control unit, a reference design for a three phase current
was implemented. This reference is presented in Figure 3.
On the control unit two main applications are executed:
the controlling, which processes the blocks in green and a
monitoring application, executing the red marked block.

After sampling the voltage and current values of all 3
phases, filtering is needed at the control application, to achieve
a stable regulation. To execute a PID algorithm, the gath-
ered information of all channels has to be transformed into
space vectors. Afterwards, another space vector modulation
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is required to transform the data back. Then a pulse-width
modulation (PWM), which is implemented as a peripheral of
the microcontroller, is used to control the Power Unit.

For a simultaneous analysis while controlling the frequency
converter, a Monitoring unit is implemented. There a compute-
intensive FFT calculation is needed to get the spectrum of
all sampled signals. This spectrum gets analyzed to detect
failures in the system, such as damaged bearings of electric
engines. These errors can then be reported by a communication
interface.
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Fig. 3. Realized data flow within the control unit for frequency converters.

IV. RESULTS

To evaluate the algorithms on different architectures, the
Parallella board from Adapteva was used as reference plat-
form. The board owns an Epiphany III E16 many-core pro-
cessor and a Zynq system-on-chip core from Xilinx with an
integrated ARM Cortex-A9 dual core processor. To validate
the approach of utilizing hardware accelerators for frequency
converter control units, firstly all functionalities were imple-
mented on the ARM processor. Then parts of the algorithms
were executed on the Epiphany accelerator to ascertain if there
is a speedup.

A. Speedup of the Execution time

Since the control algorithms of this reference design do
not need much processing power and the code is only poor
parallelizable, even on the two cores of the ARM Cortex-A9,
there was no need to speedup the calculations by using an
accelerator.

For the monitoring algorithm a FFT is required, which
is a highly compute-intensive task. Thus, it was outsourced
to the Epiphany accelerator for relieving the main CPU. To
determine the speedup by an accelerator core, the algorithm
was implemented for FFT calculations of 1, 4 and 8 channels
in parallel. Thereby two different amounts of input values were
considered, with 4096 and 16384 input values. The results
are illustrated in Figure 4. For the implementation on the
ARM core the FFTW 3.2.2 ARM [20] library was used. To
increase the performance of the monitoring algorithm, the
FFT and the peak detection was calculated on the accelerator
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Fig. 4. Measured execution times of different monitoring algorithm configu-
rations.

processor. On the 4096 FFT variant, 4 of 16 Epiphany cores
were allocated for one FFT. So the monitoring algorithm for
1 channel utilizes the Epiphany only up to 25%, what resulted
in a longer execution time. Only for the monitoring of 4 or 8
channels the core is utilized completely. On the FFT variant
with 16384 input values, all 16 Epiphany cores were used for 1
FFT calculation. So the whole accelerator was already utilized
completely for monitoring 1 channel. Monitoring multiple
channels was also executed consecutively as on the ARM core.
In this scenario, a speedup of up to 1.78 was reached.

B. Communication between Processor and Accelerator

With the Epiphany an even higher speedup could be reached
theoretically, but measurements have shown, that the data
transmission to and from the accelerator is the bottleneck
of the system. The fastest way to transfer data between the
Cortex-A9 and the Epiphany is to use the shared memory of
the Parallella. The memory read and write access times of
both processors are shown in Figure 5 and Figure 6.

However, most tasks executed on the Epiphany are memory
bound. Only computing-intensive tasks are suited to be exe-
cuted on the accelerator keeping the amount of communication
transfers between the processors low. Another way to increase
the performance is to use a DMA controller, which moves raw
data from input peripherals directly into the shared memory,
as assumed in IV-A. Thus, the data transmission time can be
reduced and the ARM processor gets relieved.

Due to high transmission times, for the reference design
a benefit in performance is only given by outsourcing the
compute-intensive parts of the analysis application. For the
controlling task the execution time would rise, if the parts of
the calculations would have to be transfered to the accelerator
firstly. This was also estimated by a roofline model, which is
shown in Figure 7.

C. Power Consumption

Apart from performance measurements, on embedded de-
vices power consumption also has to be taken into account.
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Fig. 5. Execution times to transfer data from ARM Cortex-A9 to the Epiphany
on the Parallella board.
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Fig. 6. Execution times to transfer data from the Epiphany to the ARM
Cortex-A9 on the Parallella board.

Therefore, the power consumption was measured during exe-
cution of all algorithms on the ARM processor and while the
Epiphany was activated executing the monitoring algorithms.
As illustrated in Figure 8 the consumption rose by 0.4 W.
The results show, that the whole evaluation board needs 9%
more power if the Epiphany is activated and the performance
increases by 79%. Thus, only 60% of the energy is needed for
the same calculation using the accelerator core.

V. CONCLUSION

To keep up with the requirements of Industry 4.0, power
control units needs to become more intelligent with internal
analysis functions. Therefore, new architecture concepts are
necessary to fulfill these requirements. For a flexible and
scalable solution, we have shown how hardware accelerators
can be used to speedup calculation and allow complex data
analysis already at the sensor.

In this paper we presented two applications, a PID controller
as well as FFT for power monitoring which have to executed
simultaneously at a smart power control unit. The results
show, that for a PID controller a standard ARM 9 core
is sufficient, while for more complex analysis operations a
hardware accelerator is required. Using the Epiphany-III chip
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Fig. 8. Power measurement while executing all tasks on the ARM processor
and enabling the Epiphany accelerator.

from Adapteva, a powerful high parallel embedded computing
architecture is available which can do the FFT processing in
real time and therefore free computational resources at the
ARM core in favor of the PID control executed on it.

In this work, we first evaluated which architectures could
be used for constructing new smart power control units. Using
these results and the presented concept of a flexible and
expendable architecture our next step is to realize an own
PCB using an ARM 9 core with the capabilities to put several
hardware accelerators in this system.
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