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Abstract: Prediction of gender characteristics from iris images has been investigated
and some successful results have been reported in the literature, but without consider-
ing performance for different iris features and classifiers. This paper investigates for
the first time an approach to gender prediction from iris images using different types
of features (including a small number of very simple geometric features, texture fea-
tures and a combination of geometric and texture features) and a more versatile and
intelligent classifier structure. Our proposed approaches can achieve gender prediction
accuracies of up to 90% in the BioSecure Database.

1 INTRODUCTION

The estimation of soft-biometric characteristics of individuals based on extractable fea-

tures of conventional biometric data has become a very important research topic. Biometric-

based estimation of characteristics such as gender, age, and ethnicity is performed by

using physical and/or behavioural characteristics embedded in an individual’s biometric

data. This can be particularly useful in many practical scenarios (checking entitlement

claims, for example) including, obviously, forensic investigations. In this paper, our focus

is gender prediction from iris biometrics. The literature shows that face biometrics have

received the greatest attention in relation to gender prediction [FD12]. This is perhaps not

surprising since it is particularly natural and easy to obtain face images for applications

such as criminal investigations or profiling from CCTV cameras. However, considerable

effort has also been invested in estimating gender from other biometric modalities such

as voice [Met07] and text [PDVV11] characteristics. On the other hand, if we consider

the predictive properties of the iris in relation to gender characteristics of individuals, only

two relevant reported studies [Tho07, LB11] can be found. Indeed, this is a potentially

very challenging task, since gender information is not evident from direct human visual

inspection of iris images.

In [Tho07], gender prediction is carried out using both geometric and texture features of

iris images, and using bagging with the C4.5 decision tree classifier. This proposed gender

prediction method was able to achieve 75% and 80% accuracy when tested respectively on

the whole dataset and on a subset of this dataset corresponding only to Caucasian subjects.

By contrast, in [LB11], gender prediction is carried out using only texture features of
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iris images, but adopting a different type, and a larger number of texture features than in

[Tho07] while using a support vector machine classifier. When tested on the whole dataset

and on a subset corresponding only to single ethnicity subjects, this method was able to

achieve an accuracy of around 62% in both cases. Possible reasons for this reduction in

the attainable accuracy have been set out and explained in [LB11], summarised as follows:

• Differences in the dataset sizes: experiments in [Tho07] used over 28,000 images

whereas in [LB11] 600 images were used, with a factor of around 50 difference in

the training set size.

• Differences in the feature vectors: the results in [Tho07] are obtained with combined

features computed on the log-Gabor filtered version of the iris image and geometric

features, whereas in [LB11] features based on simple spot, line and Laws texture

measures were used, without geometric features.

• Differences in the classification structure: the results in [Tho07] were obtained using

a multiclassifier configuration (bagging 100 C4.5 decision tree [Qui93]), whereas

results in [LB11] were obtained with a single classifier (support vector machine).

A proposed technique for gender prediction from iris samples was presented in [TPB15].

In this paper, once again, the authors use only iris texture and they claim up to 91% accu-

racy using a variation of fusion of uniform local binary patterns.

An analysis of ageing issues in iris biometrics [FE11] shows that physical ageing effects in

iris samples are primarily the result of the physiology of pupil dilation mechanisms, with

pupil dilation responsiveness decreasing with age. Hence, pupil dilation is very likely to be

related to the geometric appearance of the pupil and the iris, where these findings suggest

that geometric features of the iris may also provide useful information for the gender-based

biometric prediction task.

Therefore, in this paper, we will investigate and explore the gender prediction task with

respect to three different approaches which respectively use (a) only geometric features,

(b) only texture features and (c) both geometric and texture features extracted from iris

images, and we will use more versatile and intelligence-rich classification structures. We

will compare achievable error-rate performance and execution times for each approach.

2 GENDER ESTIMATION USING IRIS IMAGES

The basic processing of biometric data in our iris-based gender prediction approach adopts

a process based on the following: An eye image is captured in the Acquisition step. The

Segmentation step localises the iris region from the acquired eye image. This step in-

volves detection of the sclera/iris and pupil/iris boundaries. The Feature extraction step

extracts geometric, texture or both geometric and texture features of the iris according to

the configuration required. The Prediction step uses the data generated at the output of the

previous step and performs the gender classification task itself.
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The Data Set 2 (DS2) of the BioSecure Multimodal Database (BMDB) [OG10] is used in

this study. The samples were collected as part of an extensive (and commercially available)

multimodal database by 11 European institutions participating in the BioSecure Network

of Excellence. The eye images were acquired in a standard ”office” environment managed

by a supervisor and using the LG Iris Access EOU3000 set-up. During the acquisition,

spectacles were not allowed to be worn by subjects, although contact lenses were allowed.

Four eye images (two left and two right) were acquired in two different sessions with

a resolution of 640*480 pixels, for 210 subjects in total. However, the iris samples of

10 subjects were found to be incorrectly labelled in this database (some of the left eye

samples labelled as right or vice versa), and were thus discarded. Hence, this decreased

the available number of subjects to 200 (a total of 1600 images).

Using the defined iris dataset, each eye sample is first segmented using the automatic seg-

mentation algorithm as described in [FE11, EF11]. In the event of segmentation failure

(this occurred for only 1.87% of images), we segment the irises manually and make sure

that all eye images are correctly segmented in order to guarantee the reliability of the

further analysis. Subsequently, the obtained iris and pupil parameters from the segmen-

tation process are stored for each eye, to be used in the further processing stages. A full

description of these features can be found in [FE11, EF11].

2.0.1 Approach 1: Geometric feature extraction and correlation

By using the iris and the pupil parameters saved during the segmentation stage, several

features which are related to the geometric characteristics of the iris are extracted. Here,

it is important to note that the extraction of these features is computationally simple and

fast, since none of them requires the extraction of texture information relating to the iris

patterning.

The parameters which were obtained at the segmentation stage are; px (which is the x-

coordinate of the centre of the pupil), ix (which is the x-coordinate of the centre of the

iris), py (which is the y-coordinate of the centre of the pupil), iy (which is the y-coordinate

of the centre of the iris), ir (which is the iris radius), and pr (which is the pupil radius).

By using the pupil and iris parameters defined above, 12 (GF1-GF12) geometric features

are extracted for our experimental study. Features GF1-GF7 were similarly defined and

adopted as in [Tho07], while the remaining five features are specific to this study and

adopted from [EFDCA13]. A brief description of these features (specified at the pixel

level) is shown in Table 1.

Feature No. Feature Calculation Feature No. Feature Calculation

GF1 |px − ix| (distance in x) GF7 GF4/GF5 (area ratio)

GF2 |py − iy| (distance in y) GF8 ir/pr (dilation ratio)

GF3 |GF1 − GF2| (distance from centres) GF9 pi ∗ 2 ∗ ir (iris circumference)

GF4 π ∗ i2r (area iris) GF10 pi ∗ 2 ∗ pr (pupil circumference)

GF5 π ∗ p2

r (area pupil) GF11 GF9/GF10 (circumference ratio)

GF6 GF4 − GF5 (true area iris) GF12 GF9 − GF10 (circumference diff)

Table 1: Geometric features

Then, a correlation evaluation across the features is carried out as in [EFDCA13]. By
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removing the highly correlated features, efficiency is increased by adopting only the more

distinguishing and non-redundant features. The inter-feature correlations were evaluated

by using Spearman’s rank correlation (a nonparametric-based estimate of correlation).

2.0.2 Approach 2: Normalisation and texture feature extraction

After the segmentation stage, this approach performs a normalisation step. This step trans-

forms the iris region into a fixed rectangular block, so that the iris region extracted from

the overall eye image is presented at the fixed size necessary for comparisons between

samples. A technique [Mas03] based on Daugman’s rubber sheet model is employed,

which produces a 2D array with horizontal dimensions of angular resolution and vertical

dimensions of radial resolution. This produces an unwrapped image of size 20*240 pixels.

Following the normalisation, 1D Log-Gabor wavelets are used to encode features [Mas03].

Each row of the 2D normalised iris pattern corresponds to a circular ring on the iris region.

These rows are divided into a number of 1D signals and convolved with 1D Log-Gabor

wavelets which outputs a template of size 20*480 with both real and imaginary compo-

nents. As in [Tho07], we only use the real components (which correspond to the array

of complex numbers of size 20*240 of the template) to extract texture features, which are

defined in Table ??. Features TF1, TF2, TF6 were similarly defined and adopted in

[Tho07], while the remaining three features are specific to this study and adopted from

[EFDCA14].

2.0.3 Approach 3: Combining geometric and texture features

This approach simply adopts the combination of approach 1 and approach 2. Hence, ge-

ometric and texture features obtained from approach 1 and approach 2 respectively, are

combined simply by concatenating them.

2.1 Prediction

The gender prediction task involves the specification of how to form the training and test-

ing sets as well as the classification method to be applied. In order reliably to evaluate the

performance of the gender classification task, we divide the available samples into person-

disjoint testing and training sets. Thus, samples from approximately 72% of the male and

the female subjects are used as a training set and the remaining subjects’ samples are used

as a testing set.

One of the more difficult aspects of designing any classification task is making the best

choice of classifier or, in the case of a multiclassifier approach, choosing the set of base

classifiers for the fusion method. A guarantee of high diversity among the individual

components is essential in the latter context. In order to achieve diversity, we have se-

lected a pool of well known classifiers that have fundamentally different base structures for

this experimental study, named: Multi-Layer Perceptron (MLP) [Hay99], Support Vector
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Machine (SVM) [FAE08], Optimised IREP (Incremental Reduced Error Pruning) (JRip)

[FW94], Decision Tree (DT) [Qui93], K-Nearest Neighbour (KNN) [Ary98].

In order to analyse the full potential of using geometrical, texture and both geometrical

and texture features, we have also considered a range of traditional fusion techniques and

more intelligent combination techniques, named: Sum-based fusion (Sum) [KA03], Ma-

jority Voting (Vote) [Kun04] and Bagging [BB96]. We are especially interested in the use

of intelligent agent-based architectures, which we have shown to be well suited to process-

ing biometric data (see, for example, [DCAF11, AF09]). In this paper, we have chosen to

analyse the performance of two different techniques, named: The Sensitivity-based Nego-

tiation Method (Sens) and The Game Theory-based Negotiation Method (GT).

3 EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we will present experimental results for the three approaches defined above,

which are based on geometric (approach 1), texture (approach 2) and both geometric and

texture (approach 3) features. We will analyse the proposed gender prediction approaches

with respect to both the accuracy achieved and the execution time incurred at the classifi-

cation stage, after the features were extracted and selected, using a Pentium IV computer

with 2.40 GHz processor and 2048 MB RAM. The classifiers were implemented in Java.

For approach 1, all iris samples in the dataset are processed to form the biometric tem-

plates, passing through the steps of segmentation, geometric feature extraction and corre-

lation as described in Section 2. Here, highly correlated features are designated as those

with a correlation value greater than 0.4 (−0.4 ≤ ρ ≤ 0.4) as in [EFDCA13]. These

features are discarded. The remaining uncorrelated 5 features (GF1 - GF4, and GF8) are

used to form a feature vector for each iris sample in the dataset (with size of 1 ∗ 5). For

approach 2, all iris samples in the dataset are processed to form the biometric templates,

passing through the steps of segmentation, normalisation and texture feature extraction as

described in Section 2. Six texture-related features are used to form a feature vector for

each iris sample in the dataset (with size of 1 ∗ 780). For approach 3, the geometric and

texture features from approach 1 and approach 2 are combined to form a feature vector for

each iris sample in the dataset (with size of 1 ∗ 785).

An initial experiment is performed to test the accuracy achieved and the execution time

incurred at the classification stage of the proposed prediction approaches by using the

defined feature vectors. The results are shown in Table 2.

Approach Results SVM MLP Jrip KNN DT

1 ACC (%) 55.68 57.86 56.64 49.61 56.81

ET (sec) 0.39 0.98 0.29 0.37 0.51

2 ACC (%) 65.68 67.86 56.03 59.61 66.81

ET (sec) 1.47 0.49 0.41 0.74 1.47

3 ACC (%) 81.43 76.64 64.51 73.72 81.43

ET (sec) 1.97 0.89 1.27 1.31 1.97

Table 2: Accuracy (ACC) and execution time (ET) of individual classifiers
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The results obtained show that approach 2 (texture features) achieves a better prediction

accuracy rate than approach 1 (geometric features) with all classifiers (except the Jrip

classifier) while approach 1 completes the classification stage with lower execution time

than approach 2 with all classifiers. This suggests that texture features provide more useful

information for the gender prediction task. The results also show that approach 3 achieves

the best error-rate performance with all classifiers, but with the highest execution time. Of

course, this result is not surprising, since approach 3 is the combination of approach 1 and

approach 2 (i.e. adopts both geometric and texture features).

Considering these results further from the classification perspective, it is unsurprising to

note that different classifiers return the best performance for different approaches, since

they perform solution space search in different ways. However, it is very encouraging to

see that these initial results for the process of gender prediction from iris images show that

our approaches can outperform the systems previously described in the literature, where

peak accuracy currently reported is typically around 75-80% [Tho07].

Hence, following these observations, and in order better to exploit the full potential of

using the chosen geometrical and texture features, a second experiment is performed to

investigate the attainable accuracy and execution time of the proposed gender prediction

approaches when using the defined feature vectors with the combination-based classifiers

presented in Section 2, with respect to the adopted dataset. The results obtained are shown

in Table 3.

Approach Results GT Sens Sum Vote Bagging

1 ACC (%) 70.89 72.46 69.23 59.18 59.72

ET (sec) 1.83 1.96 0.86 1.31 0.54

2 ACC (%) 72.46 75.96 70.86 70.30 68.00

ET (sec) 2.05 2.37 1.42 1.47 1.09

3 ACC (%) 87.31 89.74 85.39 85.03 71.24

ET (sec) 2.84 2.59 1.99 1.84 1.58

Table 3: Accuracy (ACC) and execution time (ET) of combined based classifiers

Thomas et al. [Tho07], reported around 80% accuracy by using a multiclassifier bagging

with the C4.5 approach. In the work presented here, the proposed iris based gender pre-

diction approach 1 uses only five simple geometric features of iris images and can reach

accuracies close to 73% within approximately 2 seconds for classification (with the mul-

tiagent system using negotiation). Also our approach 3, which adopts both geometric and

texture features as in [Tho07], is able to reach accuracies close to 90% within approxi-

mately 3 seconds using also the multiagent system.

4 CONCLUSION

In this paper we have investigated experimentally three approaches to gender prediction

from iris images which use a combination of a small number of very simple (and there-

fore easily and efficiently computable) geometric features (ignoring texture-based infor-

mation), or which uses texture features alone, or which uses both geometric and texture
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features. By also adopting an intelligent classification structure, which we have previously

found to be especially well suited to more conventional identity prediction from biomet-

ric data, we have developed a particularly effective gender prediction approach. Thus, our

study has investigated how performance is influenced by the choice of the types of features

used, and we have shown how implementing a more flexible and ”intelligent” classification

technique can support more efficient prediction using smaller number of features.

The performance we have been able to achieve - assigning each tested subject to one of

two gender groups (corresponding to male and female categories) in relation to predic-

tion accuracy, even with a small and limited feature set, is seen to be comparable to that

reported elsewhere for the prediction of a gender determination problem, but which used

a much larger and more diverse feature set. This comparative study based on different

feature sets (i.e. geometric, texture and both geometric and texture features) and different

classification approaches, provides valuable information to inform and guide the choice of

feature and classification approaches in relation to particular application requirements.

This is a very positive outcome in a task domain which has been relatively little investi-

gated to date. Although further work can still be carried out to improve and enhance the

levels of achievable performance, our reported results show real promise in relation to the

suitability of our basic techniques for application to a number of practical scenarios of

importance and considerable current interest.
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