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Abstract: Conceptual models are a widely used mean for documenting software 
systems as well as describing organisational structures. The trend towards 
integrated and flexible information systems has encouraged research about the 
comparison of conceptual models. Current approaches on the identification of
similarities between conceptual models often adopt an automation perspective 
only. In this paper we will unfold severe arguments that a fully automatic model
comparison process is not feasible. Furthermore, we will show that only a semi-
automatic process can perform the comparison of conceptual models at the 
semantic level. On this theoretical basis, we will develop a framework which 
identifies all necessary and sufficient components for comparing conceptual 
models. We will show that this framework includes all the requirements that a 
semi-automatic model comparison process must meet. 
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1 Introduction 

Since their first appearance in the mid of the 1970th conceptual models have gained a 
high economic importance. Together with modelling languages and methods, conceptual 
models have significantly influenced the way how software systems are developed
today. By stressing the customer’s perspective on a software system they promoted the
transformation of software development from an art to a profession. In the beginning of 
the 1990s, accompanied by new findings in management science, the generally positive 
experiences with conceptual models were transferred from software systems engineering 
to organizational design. This established conceptual models also as a broadly applied 
mechanism for describing the business processes and corporate structures in an 
organization. The significance of conceptual models is embodied by the proposal to 
define them as the core of the Information Systems (IS) discipline [STW03]. 

In the last 10 years the trend towards integrated and flexible information systems also
inspired research about comparison and integration of conceptual models [SHN01;
BHP00; CU04; MP01]. The relevance of reference models for the implementation and 
customization of standard software motivated research about the identification of 
structural similarities between company specific conceptual models [FL05]. The 
introduction of data warehouses as well as mergers and acquisitions of companies made 
the consolidation of databases necessary. These effects also inspired work on the 
integration of conceptual data models [MZ98; HG01; Jo94; MWJ99]. The scientific
inquiries revealed that the ability to compare conceptual models is an essential 
prerequisite for their integration [RB01]. 

The first attempts on model comparison were manual approaches. The elements of two 
or more models were mapped by hand only guided by the experience of the specialists 
involved. The inherent complexity of model comparison provoked a change towards the 
search for automatic similarity mechanisms [MZ98; HG01; Jo94]. The objective of the 
automatic approaches is to construct an algorithm which is able to compare conceptual
models with only minimal or no human interaction. However, despite of this intensive 
scientific discussion, the techniques of model comparison have achieved only little
practical impact within the domain of conceptual modelling so far. 

This raises the question whether a fully automatic comparison of conceptual models is 
theoretically feasible. This issue motivates a detailed analysis of the theoretical 
requirements of model comparison. We will show that this examination leads to the 
conclusion that conceptual models cannot be compared completely automatically. 
Rather, this process must include human decisions to address semantic issues within
these models. Therefore, we will develop a framework which combines the automatic
with the manual perspective on model comparison. We will define the components of
this framework and describe their interrelations. 
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The paper proceeds as follows: In the next section we will explain the problems of 
model comparison and will give reasons why a limitation on automatable aspects of 
model comparison is not sufficient. In the subsequent section we will present a 
framework for a semi-automatic model comparison which separates the manual activities 
from those which are capable of being automated. The paper concludes with a short
summary of our results and an outlook to future research activities. 

2 Automatic and semi-automatic model comparison 

In this section, firstly, we analyse the requirements of a fully automatic model 
comparison process. Furthermore, we show that these requirements are theoretically not
feasible (subsection 2.1). Therefore, secondly, we conclude, that a semi automatic model 
comparison is necessary and sufficient for this purpose. To prove our claim we need to 
separate manual and automable activities and need to show that these activities are in 
turn feasible. This leads to new and reformulated requirements of a semi automatic
model comparison process (subsection 2.2). 

2.1 Limits of automatic model comparison 

Model comparison can be divided into two categories: the syntactical and the semantic 
model comparison1. Syntactical model comparison deals with the question, whether 
certain strings or graphical objects have the same or a similar form. Semantic model 
comparison addresses the issue, whether these strings or graphical objects have the same 
or a similar meaning. A practically relevant model comparison must operate at least at a
semantic level in order to be interpretable from a real world perspective [GPS02]. 

According to Pfeiffer and Niehaves, a conceptual model consists of a set of modelling
language statements on the one hand and multiple domain language expressions on the 
other hand [PN05]. Esswein et al. argued that the semantics of each conceptual model 
can be divided into the semantics of the modelling language constructs (abstract
semantic) and the semantics of each individual model statement (concrete semantics)
[EGS04]. Consequently, the combination of these two approaches leads to three distinct
theoretical levels: the level of the conceptual model, the level of the modelling language 
and the level of the application domain language. From these three levels three 
prerequisites can be derived which must be fulfilled in order to facilitate a fully 
automatable model comparison: 

1 In this paper we disregard pragmatic questions. 
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(R1) The conceptual models must be represented in a computer readable form.
Model comparison presupposes full access to all elements of the conceptual 
model. All graphical objects, textual statements and their interconnections
must be available. In the case of a computer conducting the model 
comparison process the conceptual model must comprise an electronic 
representation of all those formal properties. 

(R2) The conceptual modelling language must be represented in a computer 
understandable way. The conceptual modelling language defines the criteria 
how modelling language constructs can be identified in a real world situation 
as well as the rules how the constructs can be combined and depicted in the
resulting model. A conceptual model instantiates the concepts of a modelling 
language. Therefore, the meaning of the modelling language constructs 
significantly influences the proposition of a conceptual model. Thus, the 
meaning of each modelling language construct must be present during the 
comparison process. If a computer performs this procedure the meaning of
the modelling language constructs has to be explicitly stated in an electronic 
form. 

(R3) An application domain language must be represented in a computer
understandable way. An application domain language contains all terms that 
are relevant in a certain scope of reality. Conceptual models include a subset
of the terms of an application domain language. In order to be able to 
compare two conceptual models the meaning of these terms must be known. 
In the case of a computer conducting the model comparison the machine 
needs an explicit representation of the meaning of these terms. 

Requirement (R1) is straightforward and can easily be fulfilled. Conceptual modelling is 
a mostly tool based process today. Programs like ARIS Toolset, Rational Rose or 
Cubetto Toolset dispose of a repository in which all formal properties of a conceptual 
model can be stored. The repository can accommodate all model elements and their
graphical and logical interconnections. Thus, the repository provides the technological 
basis for a syntactical model comparison. This facilitates an analysis of the structural and 
formal similarities of the conceptual models. However, it does not permit statements on 
the semantic relations between the models. Semantic issues are address by the 
requirements (R2) and (R3). 

Requirement (R2) demands for an explicit, computer understandable representation of
the semantics of the modelling language. Conceptual modelling languages are semi-
formal languages which dispose of the following two kinds of semantics: 

1. The formal semantics, i. e. a description of how to directly or indirectly map a 
modelling language construct to a set of computer instructions, is described as a set 
of matching rules. A conceptual modelling language may but not always does 
comprise a specification of formal semantics. 
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2. The real world semantics, i. e. how to identify modelling language constructs in
their application domain and what meaning they represent in this environment, is
described in terms of a natural language statement. 

In order to meet requirement (R2) it is crucial that both kinds of semantics can be 
represented by a computer. Formal semantics is per definition interpretable by a 
machine. However, real world semantics is distinct from formal semantics, since the 
world is not a formal system. The representation of real world semantic requires that the 
meaning of a natural language statement can be grasped by a machine. Thus, whether 
real world semantics can be processed by a computer is closely connected with 
requirement (R3). We claim that requirement (R2) holds, iff requirement (R3) can be
fulfilled.

Requirement (R3) calls for an explicit, computer understandable representation of the 
semantics of the application domain language. Thus, for a fully automatic model 
comparison process it is necessary to represent real world semantics of the application 
domain language in a computer interpretable form. In other words, real world semantics 
must be reducible to a finite set of formal rules and therefore, expressible by means of a
syntactical structure. However, none of the attempts to describe real world semantics in 
terms of a finite set of propositions has succeeded so far [Se69]. The following 
arguments can be brought forward in order to assert that requirements (R3) cannot be
fulfilled:  

(A1) A computer cannot grasp a substantial part of real world semantics. This 
argument is closely related with the reasoning in John Searle’s famous 
Chinese room thought experiment [Se84]. Every computational operation of a
computer is based on a predefined set of rules. These rules permit a
transformation of syntactical structures into other syntactical structures. 
Hence, what in Computer Science is called “formal semantics” is nothing else 
than a description of what actions a computer has to execute in order to 
perform a syntactical transformation. Therefore, even if a computer would 
dispose of a sufficient amount of rules to answers all questions about a
certain term, it would still not know what this term means in the real world. It
still could only transform syntactical structures. Consequently, real world 
semantics cannot be represented by a computer system. 
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(A2) The processing of real world semantics is not Turing computable. If
argument (A1) should be wrong and real world semantics could generally be
gasped by a computer system, it would still require an adequate learning 
mechanism to acquire real world semantics. Kamlah and Lorenzen assume 
that the semantics of an application domain term can be restrained with the 
aid of propositions formed by other terms [KL84]. They call this process 
predication. However, with predication only an approximation to the proper 
meaning of a term can be reached. Only an infinite number of predications 
can assign a precise meaning to a term. Based on these assumptions it is
possible to show that the process of predication is not Turing computable
[Ho04]. Consequently, the acquisition and the processing of real world 
semantics in a computer system is also not Turing computable. 

(A3) No computer program can define what it means, that two terms of an 
application domain language are synonym. If other mechanisms than 
predication should exist in order to acquire real world semantics or if a finite 
set of rules is sufficient to grasp it, one severe argument against (R3) would
still remain. It is very problematic to state formally what it means that two 
terms a synonym [Qu63; Se69]. Gödel [Gö92] shows in his well know
incompleteness theorem that a rigidly logical system can contain propositions
that are undecidable or undemonstrable within the axioms of the system.
Since, a computer program is a part of a formal system, one could conclude, 
that synonymity between terms belongs to those problematic propositions. If 
this argument is valid, there can be no computer program that is able to 
define what it means that two statements in a natural language are synonym 
[Pu88]. 

Since requirement (R1) holds, a purely syntactical model comparison process is
accomplishable for a computer. However, the above arguments indicate that requirement 
(R2) as well as (R3) cannot be met by a fully automated model comparison process at 
the semantic level. Manual activities are required in order to address semantic issues
within the model comparison process. Consequently, the comparison of conceptual 
models at the semantic level has to be performed semi-automatically. 

2.2 Feasibility of semi-automatic model comparison 

In the case of a semi-automatic model comparison process it is not required, that a
computer can handle real world semantics, since this aspect can be performed manually. 
The result of this manual step is provided as input to the automated part of the 
comparison process. Thus, requirements R2 and R3 can be reformulated as follows:2

2 The advantages of these reformulations will be described in detail in section 3. 
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(R2') Equivalence and similarity relations between the conceptual modelling 
language constructs must be represented in a computer understandable way. 
It is not necessary for a computer to understand the semantics of the 
modelling language in order to compare conceptual models. It is sufficient to 
dispose of a set of pre-defined rules, which formally describe the equivalence 
and similarity relations between the modelling language constructs. Based on 
these mapping rules the computer can compute the comparison result. 

(R3') The relationships between conceptual model elements and application 
domain terms must be represented in an explicit computer understandable 
way. If a manual pre-processing step is assumed than it is no longer necessary
that a computer grasps the real world semantics of the application domain 
terms. However, it is still required that a connection between the model and a
specific application domain language exists, in order to dispose of a common
reference point during the automated part of the model comparison process.
This common reference point can be established by explicitly and formally 
described links between model elements and application domain terms. 

Requirement (R2’) holds for a semi-automatic model comparison process because the 
definition of (generic) mapping rules between the modelling language constructs can be
performed manually previous to the comparison operation. The mapping rules again are 
specified formally and are therefore computer interpretable. 

Requirement (R3’) holds since ontologies, technical term models and reference models
provide the vocabulary which can be linked in order to establish a common reference
point. The reconstruction of the relationships between the conceptual model elements
and application domain terms can be performed manually previous to the automated 
comparison operation and can be described by formal means. Thus, a semi-automatic 
model comparison process does fulfil the requirements (R1), (R2’), (R3’) and is
therefore feasible. 

3 A Framework for Semi-Automatic Model Comparison 

Every approach which is engaged in the comparison of conceptual models has to account 
for three sorts of conflicts: type conflicts, naming conflicts and structural conflicts 
[BLN86; LB01]. These three kinds of conflicts are described in table 1 and exemplarily 
demonstrated in figure 1 within the notation of the modelling language Entity 
Relationship Model (ERM). Naming conflicts and structural conflicts are caused by a 
deviant usage of the application domain language in conceptual models. Type conflicts,
however, can be traced back to a divergent representation of reality on the level of the 
modelling language [BSH99].
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We propose the framework depicted in figure 2 for a semi automatic model comparison 
process. It consists of two main components and two supporting ones. The two main 
components are used to resolve the conflicts described above. The type conflict resolver 
eliminates all type conflicts in the models. It belongs to the automatable part of the
framework but uses manually prepared inputs for its operation (see subsection 3.3). The
domain model builder represents the manual component and resolves naming and 
structural conflicts (see subsection 3.2). 

Type conflicts Type conflicts arise whenever the same fact of the application 
domain is represented by using different constructs of the
modelling language. They result from differences in the
utilization of modelling choices with regard to a suitable 
language concept.

Naming conflicts Naming conflicts emerge due to use of synonym and homonym
terms of a certain application domain in conceptual models. 

Structural conflicts Structural conflicts result from the description of reality at 
diverse levels of abstraction [KS96] (abstraction conflict) or 
whenever domain terms are modelled differently detailed
(conflict of detail).

Table 1: Important model comparison conflicts 

AuthorcreatesPublication Writer Bookwrites

Name Age Name

0, n1, n 0, n 1, 1

has

0, 1

Address

Address

1, 1

Street City

Title Titel

Shower

covers

Shower

lists

0, n

0, n

0, n

0, n

Type Class

Model 1 Model 2

Naming Conflict

Abstraction Conflict

Type Conflict

Naming Conflict

Conflict of Detail

Figure 1: Examples of important conflicts 
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Figure 2: Model Comparison Framework 

Input Output 
Domain Term Extractor Model1, Model2 as well as a

list of modelling language 
constructs which can 
contain domain language 
expressions

domain language expressions
of Model1 and Model2

Domain Model lists of domain language 
expressions 

relations between the domain
language expressions in a 
computer readable format 
(Domain Model)

Type Conflict Resolver Model1, Model2, the 
Domain Model and a 
generic description of 
equivalent and similar 
language expressions

concrete description of similar 
and equivalent model elements 

Isomorphism analyser the Domain Model and a 
concrete description of 
similar and equivalent 
model elements 

Comparison Result 

Table 2:  Inputs and Outputs of the components of the framework
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This framework uses the explicitly represented Model1 and Model2 as inputs and,
therefore, fulfils requirement (R1). Similarities and equivalences relations between the
modelling language constructs are taken as inputs to the framework according to 
requirement (R2’). Finally, the framework provides a component - the domain model 
builder - to account for the requirement (R3’). The domain model builder produces a net
of domain language expression as well as a mapping to their corresponding model 
elements.  

Comparing conceptual models using the proposed framework proceeds as follows (see 
table 2). All domain expressions relevant for the comparison are extracted from both 
models using the Domain Term Extractor component. On this basis the domain model 
builder identifies relations between these terms and stores them in a computer readable
format. In parallel, a type conflict resolver examines the models and identifies similar or 
equivalent model structures based on equivalent and similar structure types described 
abstractly on the level of the modelling language. Since all information is now expressed 
formally, an isomorphism analyser uses the domain model and the equivalent structures
to compose the comparison result. 

3.1 Domain Term Extractor 

A prerequisite for the domain model builder are the domain language expressions, which 
must be extracted from both conceptual models. The domain term extractor processes
each model element with an associated domain language expression. In order to be able
to identify these model elements there must be rules that define which corresponding 
modelling language constructs can actually contain a domain language expression. 
Consequently, beneath the two conceptual models the second input of the domain term
extractor is the set of modelling language constructs which are capable of carrying a
domain language expression. The output of this component is the list of all relevant
domain language expressions.

3.2 Domain Model Builder 

The application domain terms used in the model do not follow a formally pre-defined 
meta language but are rather referenced implicitly in the model. Hence, the decision 
which model element maps to what application domain term is specific to a concrete
conceptual model only and cannot be described generically. As a consequence, it is a 
manual activity to find semantically equivalent or similar application domain terms. 

The domain language builder addresses naming and structural conflicts. The handling of 
naming conflicts is straightforward as they can be simply resolved by a renaming 
operations leading to a controlled domain language [OS96]. Structural conflicts include
conflicts of abstraction and conflicts of detail. Both conflict types can only be resolved 
by a systematic analysis and reconstruction of the domain language expressions of both 
models. In other words, the researcher who performs this activity needs to find 
similarities and differences between the diverse domain language expressions. 
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Within the domain model builder a researcher tries to find correspondences between the
domain language expressions of both models. The resulting domain model specifies 
these relations including their mapping type (similarity or equivalence) in a computer 
readable format. 

This domain model can be achieved either directly or indirectly (see figure 3). In the
direct approach domain language expressions from both models are analysed and pair-
wise similarity or equivalence relationships are made explicit (figure 3 left). The indirect
approach uses a reference ontology (or reference model). Each domain language
expression is compared with the constructs of that reference ontology (figure 3, right). 
The similarity or equivalence relationships can be derived transitively from these 
pairwise mappings by their composition [DL04]. Since this indirect approach uses the
transitivity feature, it must be applied very carefully if similarity is involved, because the 
similarity relation is not generally transitive [DR02; GE05]. 

Figure 3: Direct and indirect relations between domain language expressions 

3.3 Type Conflict Resolver

As described above, it is not feasible to establish equivalence and similarity mappings
between modelling language constructs within a fully automated model comparison 
process. However, the clear cut connections between the model statements and the 
modelling languages can be exploited to separate this issue into an automatic and a 
manual part. Since, conceptual modelling languages are artificial languages which are 
explicitly defined it is generally feasible to specify mapping rules within these 
languages. Such mapping rules specify similar or equivalent modelling construct type
structures.
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This explicit set of mapping rules can be used as input to the model comparison process. 
Hence, irrespective of whether it is possible to represent the real world semantics of a 
modelling language in a computer understandable form, it is viable to define the
connections within one language in terms of a set of manually defined rules. As the 
connection between a model element and its modelling language construct is not 
contextual, this set of rules can be created as generic mapping structure types for the 
involved languages and is therefore reusable in multiple comparison processes. 

Each defined mapping rule consists of a pre-condition and a body. The pre-condition 
specifies the context in which the rule is applicable. In figure 1, for instance, the entity 
type address is equivalent with the attribute address (body) only because an identity 
between the entity types writer and author has been found during the semantic analysis 
(context). While the definition of the mapping rules is independent from the model and 
syntactic in nature only, resolving type conflicts requires semantic information encoded
in the domain model. 

Consequently, the type conflict resolver itself operates on the model level. This 
component instantiates the generic mapping rules, relates them to semantic information 
from the domain model and applies them to the models and, thereby, resolves their type
conflicts. 

As a consequence, (R2’) holds for a semi-automatic model comparison process since the
generic mapping rules can be defined prior to the actual model comparison and, hence,
the automatic and manual activities can be clearly separated. 

3.4 Isomorphism Analyser 

At the end of the comparison process the isomorphism analyser summarises the
information from the domain model as well as the equivalent and similar structures from
both models and composes the comparison result. Since there might be more than one
possible correspondence between the constructs of both models, the main task of the
isomorphism analyser is to find the best possible matches based on all predefined 
information. Although, the isomorphism problem is algorithmically challenging it is
feasible in terms of methods and techniques of Computer Science [FSV01]. 

The isomorphism analyser produces the result of the comparison. The result consists of
relations between structures of the models 1 and 2, which are either similar or 
equivalent. In the case of similarity, the degree of similarity a degree of correspondence
measure can be used [FL05]. 
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4 Conclusions

In this paper we argued that an automatic model comparison is theoretically not feasible
since it cannot handle the real world semantics of the conceptual models. We justified 
our reasoning based on three requirements each model comparison process must comply 
with. We could show that a fully automated model comparison algorithm is not able to 
cope with all of these three requirements. Consequently, we concluded that there must be 
a human involvement in the comparison process in order to account for the real world 
semantics. We modified two of the requirements based on the assumption, that the 
model comparison process is performed with human participation. We found evidence 
that a semi-automatic model comparison process can fulfil the modified requirements. 

On this basis, we proposed a framework, which meets all the above mentioned criteria
and provides the theoretical fundament in order to resolve type, structure and naming 
conflicts semi-automatically. The framework separates the automatable from the manual 
activities of the model comparison process. Therefore, the framework is well embedded
into current research results of the Computer Science and the Information Systems
discipline. 

From the requirements and based on the framework the following practical implications 
can be drawn: 

x Firstly, the constructors of conceptual modelling languages could make the model
comparison process significantly less complex, if they would explicitly and formally 
state, what semantic relations between their modelling language constructs exist. By 
this means they would help to comply with requirement (R2’). 

x Secondly, the model comparison process could be simplified if the connection 
between the conceptual model and a technical term model, an ontology or a reference 
model were already established during the model construction. In this case, 
requirement (R3’) would be fulfilled from the outset. 

x Thirdly, a producer of a conceptual modelling tool can enhance the product by 
supporting technical term models, ontologies or reference models. With the aid of 
these artefacts a common semantic reference point for the model comparison can be
established. Thus, with an additional type conflict resolver and a graph isomorphism 
analyser a conceptual modelling tool could be augmented by the functionality to 
compare conceptual models. 

Since the purpose of the paper is to structure current and to guide future research (see 
[Pa03] for the guidance of frameworks), the proposed framework has neither been 
implemented nor empirically tested yet. Both aspects are subject to further research 
activities. 
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