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Abstract: 2D Face images are traditionally used in civil governmental applications.
An extension from 2D to 3D images will lead to several advantages when setting up
automated authentication systems. However, privacy concerns of storing face images
on smart cards or in databases will inhibit the acceptance of such systems. In this paper
we concentrate on privacy enhancing technologies for biometric information where we
focus on 3D face images. The feature vectors are obtained using a histogram-based
approach and the privacy protected templates are generated based on fuzzy extractors.
It is shown that the private face recognition system has an acceptable verification per-
formance. Finally, it is described how the proposed system can be used in the setting
of an ePassport.

1 Introduction

The field of biometrics is concerned with recognizing individuals by means of unique
physiological or behavioral characteristics. Although many biometric modalities are avail-
able (e.g. fingerprint, iris, hand geometry, etc.), traditionally ‘face’ is the modality of
choice in civil governmental applications. All passports and most national ID cards con-
tain a photo of the owner and for humans (such as police and custom officials) it is most
natural to authenticate individuals using the facial characteristics. Because of its long-time
use, it is also a well-accepted modality in this application field.

This reasoning is extended in biometric ePassports that were recently issued in a number of
European countries [EU]. These passports contain a smartcard on which a (2D) image of
the face is stored. Optionally, images of fingerprints or irises can be added. Access to the
information on the smartcard is protected by specific information written in the passport
meaning that someone who has access to the passport can also read the information on the
smartcard.

The problems with this approach are as follows. If in the near future the face image in
the smartcard is going to be used in automatic authentication systems, the quality of such
systems in terms of recognition errors is expected to be too low. Even if 2D face would be
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a sufficiently good biometric, it still has the disadvantage that it is relatively easy to obtain
a 2D image of someone’s face and this makes it easy to spoof automated 2D face systems.
Moreover, there is a number of privacy issues related to the storage biometric information
on smartcards or in databases (see e.g. [TK07] and Section 2).

The problems concerning the use of 2D face images motivated research into the field of
3D face recognition [Fac, BCF06]. It is expected that 3D face recognition will lead to
better classification results because it adds extra information in the description of a face
and 3D face image capturing makes the system robust to environmental light and pose
variations. Furthermore, it is not trivial to obtain a 3D image of the face of an individual
because special cameras are required. This reduces the probability of a spoofing attack
on a 3D face biometric system. This last point also motivates the protection of 3D face
information stored in a biometric system: because it is private information that is difficult
to obtain from a live measurement, it should also be difficult to obtain in electronic form
from biometric systems. Regarding passports, the ICAO proposed a 3-way check which
means that a live measurement of a face is not only checked against the information stored
in the smartcard of the passport but also against information stored in national databases
[ICA]. The main problems with the use of centralized databases are privacy concerns. In
many countries legislation allows storing biometric information in centralized databases
provided that (complicated) procedures are put into place regulating access to the stored
information. However, public opinion and privacy interest groups still can delay or prevent
the use of databases in this form. Summarizing we have that in order to successfully
introduce biometric systems such as the biometric ePassport on a large scale, it is important
to have good classification results and it is necessary to minimize the privacy treats.

This paper is organized as follows. In Section 2 an overview is given of several privacy
enhancing techniques for the protection of biometric information and a general architec-
ture is proposed for a privacy preserving biometric system. It turns out that an important
step in the general architecture is to present biometric information in the form of binary
strings. Therefore, in Section 3 a method is given how a general biometric feature vector
can be transformed into a binary string. Section 4 describes how feature vectors contain-
ing 3D information can be derived from 3D face images and simulation results assessing
the recognition error of 3D face binary templates are given in Section 5. Finally, Sec-
tion 6 describes how a private biometric system can be applied in the setting of a biometric
ePassport.

2 Template Protection of Biometric Information

Before an individual can use a biometric system, during an enrollment phase, biometric
reference information must be stored in the biometric system. When using the system,
an individual claims an identity and a live biometric measurement is compared with the
reference information from this individual.

With the recent increase in the use of biometric systems it became apparent that storing
biometric reference information introduces a number of privacy threats. Since biomet-
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rics are unique characteristics of human beings, they contain sensitive private informa-
tion. Moreover, a compromised biometric identifier is compromised forever and can not
be reissued. Also, when the biometric reference information is not stored with adequate
protection in a database, it can be used to perform cross-matching between databases and
track people’s behaviour. It is further well known that based on the reference information
in a database, fake biometric identifiers can be made that are accepted during authenti-
cation. Finally, in many countries legislation obliges institutions to properly protect the
stored personal information.

At first sight it might seem that encrypting the biometric reference information solves the
privacy problem of biometrics. When considering this approach in more detail [TK07],
however, it becomes clear that a straightforward application of encryption does not solve
the privacy problem with respect to a malicious verifier. This has motivated research into
other privacy enhancing techniques for biometrics. For example, in [RCB01, RCCB07] the
authors introduce an approach known as ‘cancelable biometrics’. The fuzzy vault method
as introduced in [JS02] is a general cryptographic construction allowing to store a secret
in a vault that can be locked using an unordered set such as, for example, naturally appears
in describing minutia locations in fingerprints.

In this paper we concentrate on privacy protection based on a collection of methods often
referred to as fuzzy extractors [JW99, LT03, TG04, PvD05, DRS04, BS94, GM94, MW99,
BBCM95]. Given a binary string z drawn from a probability distribution, fuzzy extractors
produce a cryptographic key K. In the key derivation process side-information W (E) is
stored making it possible to retrieve exactly the same key K from a noisy version z

" of the
original binary string z. Fuzzy extractors can be used to protect the privacy of biometric
information in an architecture depicted in Figure 1.
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Figure 1: An architecture of biometric template protection based on fuzzy extractors.

During enrollment an acquisition device (e.g. a camera) measures a biometric (e.g. a 3D
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image of a face). After processing the measurement data and extracting relevant features in
the Feature Extraction (FE) block (discussed in more detail in Section 4), a feature vector
#f is obtained. Next, the quantizer Q (see Section 3) transforms the feature vector #f into a
binary string z ∈ {0, 1}∗ which serves as an input for the fuzzy extractor EXTR. In order to
work properly, some quantizers generate side-information W (Q) during enrollment which
is used during verification. This is indicated by a dotted line in Figure 1. Given the
binary representation of a biometric z, the extractor EXTR can extract a key K. During
verification similar steps are performed resulting in a string z

" which is a noisy version of
z and a key K ".

The extractor EXTR will generate exactly the same key K if d(z, z") < t, where d is a
metric and t is a user-defined threshold incorporated in EXTR. Therefore, in order to per-
form a biometric verification, the key K generated during enrollment should be matched
exactly with the key K " generated during verification. If the metric d used in the extractor
is Hamming distance, matching the binary strings z and z

", is in effect a Hamming dis-
tance classifier. Most extractors are or can be changed into randomized functions. This
means that from a single input z it is possible to derive several different keys and thus
several representations of a biometric. The randomization information of the extractor is
considered to be part of W (E).

The fact that K and K " must be compared exactly makes it possible to use the large range
of cryptographic authentication protocols (PROT in Figure 1) for biometric verification.
Depending on the attack model one could simply store the hash h(K) and during authenti-
cation compare h(K) and h(K "). An other possibility is to use a zero-knowledge protocol
such as Schnorr’s protocol. In this case, gKmod p is stored in the biometric system, where
p is a prime and g is a generator of a multiplicative subgroup of Z

∗
p, and during verifica-

tion the sensor proves knowledge of K. The essence of privacy protection of biometric
information in this setting is that the public information required for the cryptographic
authentication protocol (such as h(K) or gKmod p) does not leak information about K.
Thus, provided that W (Q) and W (E) do not leak information, the privacy of the biometric
information is protected.

3 Binarization of Biometric Feature Vectors

Apart from protecting the privacy of biometric information, the architecture in Figure 1
should also have a recognition performance comparable to that of traditional, unprotected
biometric systems. The key component responsible for recognition performance in Fig-
ure 1 is the quantizer Q which transforms a feature vector #f into a binary vector z. Due to
the properties of the fuzzy extractor, the quantizer Q should be constructed such that given
two feature vectors #f1 and #f2 that are only slightly different, the corresponding binary
vectors z1 and z1 should also be only slightly different in terms of Hamming distance.

In our approach, the construction of the quantizer is based on statistical analysis of the
input biometric feature vectors that each consist of T components. We assume that a
feature vector has T components and that a single bit per component will be generated.
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We further assume a training data set F containing features fm,t of M users where m
counts over the users and t selects the t-th component from a vector. In order to achieve
uniform distribution of the bits in the binary vector z, the quantization threshold µt is
chosen to be µt = medianM

m=1 {fm,t}. Although in the case of large training sets there is
no significant difference between using the median or the mean, in practice we suggest to
use the median which is more resilient to outliers.

In the enrollment process, N samples of a user are obtained and the binary vector can be
calculated as:

qm,t = B {fm,n,t|n ∈ [1, · · · , N ]} =

"
1 if µm,t ≥ µt

0 if µm,t < µt
(1)

where µm,t is an estimation of the real feature vector of user m and B is the binerization
function based on N enrollment samples.

In order to improve the robustness of the system, the most reliable bits can be selected.
Those selected bits will form the vector z. Choosing the reliable bits is based on the esti-
mation of the error probability for each bit. On the one hand, the error probability of a bit
depends on |µm,t−µt|. On the other hand, the intra class variation also influences the error
probability. The smaller the intra class variation is, the more reliable the corresponding bit
is.

Statistical analysis of intra class characteristics for each user has a major effect on the
performance of selecting reliable bits. If we may assume that the individual features have
a Gaussian distribution then a feature can be estimates as:

µm,t = EN
n=1 {fm,n,t} (2)

where E is the function calculating expected value. In this case the error probability pm,t

of a bit is a monotonically increasing function of − |µm,t−µt|
σm,t

, where σm,t is the standard

deviation of fm,n,t for n ∈ [1, · · · , N ] (see also [KSvdV+05]).

Alternatively, if the Gaussian assumption is not justified, we set

µm,t = medianN
n=1 {fm,n,t} (3)

and assume the error probability is a monotonically increasing function of − |µn,t − µt|.
Actually, accurate estimation of error probabilities can only be achieved with sufficient
number of samples. The estimation of the error probability is done only in the enrollment
process. The position of the reliable bits will be stored in the database as W (Q) as shown
in Figure 1 and will be released in the verification process. The number of selected bits is
a system parameter that depends on the error correction coding function integrated in the
fuzzy extractor (see Section 5). In the next section we show how a feature vector can be
extracted from a 3D face image.
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4 Feature Vector Extraction for 3D-Face

In a 3D face recognition system, a 3D face image is acquired using, for example, a struc-
tured light projection approach. To compensate for pose variation during acquisition, the
3D face images are normalized to a frontal image. The normalized facial image represents
the face geometrics and can be used as a biometric feature. For example, the normalized
images can be compared using the Hausdorff distance classifier ( [PW03], [PWWL03]).
However, the normalized data can not be utilized in the template protection directly, since
these data is strongly correlated and contains much noise. A process to extract compact
and robust features is required. The eigenface and fisherface feature extraction algorithms
(e.g. [CBF03], [HPA04] and [BYS05]) are widely used to reduce dimensions of the origi-
nal data. These statistics-based algorithms achieve a good verification performance, how-
ever, the size of features is strongly reduced and it is difficult to extract binary vectors of
sufficient length required as an input for the fuzzy extractor.

As an alternative, we propose a feature extraction algorithm using the distribution of depth
values of the face region to characterize facial geometry. In the proposed algorithm, a
three dimensional rectangular region of a normalized image is identified which restricts
the points to be evaluated. In Figure 2, the block diagram of the proposed algorithm is
depicted. The algorithm consists of the following processing steps:

Selecting
Face

Region

Feature Vector

Histogram
Count

Dividing into
Stripes

Figure 2: An overview of the histogram-based face recognition algorithm
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1. The facial points to be evaluated are selected from a normalized range image as
shown in the dark area of the image at the lower left of Figure 2.

2. The selected facial region is further divided into J disjunct horizontal stripes Sj ,
where j ∈ [1, · · · , J ] (see the image at the lower right of Figure 2). In this way,
more information of the local geometric can be obtained. Due to the symmetric
properties of a human face, the stripes are perpendicular to the symmetry plane.

3. The distribution of facial points pi in stripe Sj is counted. If {d0, · · · , dL} is a
vector with L + 1 elements, d0 and dL indicate the upper band and lower band of
depth limit, the l-th feature of the stripe Sj is given as follows:

fl,j =
|{pi = (xi, yi, zi)|pi ∈ Sj , dl−1 < zi < dl}|

|Sj |
,

where l ∈ [1, · · · , L], j ∈ [1, · · · , J ], zi is the depth value (z-value) of point pi, |Sj |
is the number of the facial points in Sj . fl,j represents the proportions of the points
in Sj , whose z-values are located in the region [dl−1, dl].

The resulting feature corresponds to the histogram count of the stripe. Therefore the pro-
posed algorithm is called histogram-based face recognition algorithm. An example of
feature values is shown in the image at the top right of Figure 2, where the feature vector
corresponding to each stripe is represented as a row in the image and the color indicates
their absolute feature values.

The proposed algorithm adopts a simple statistical analysis to describe the geometrical
character of a facial surface. This algorithm efficiently filters noise and reduces the cor-
relation in the range image. The resulting feature vectors can be used as an input to the
quantizer preceeding the template protection scheme.

5 Simulation Results

We implemented the template protection algorithm in combination with the histogram-
base 3D face recognition system. The 3D facial images of the face recognition grant
challenge (FRGC) database version 1 are used as testing data [FRG]. During the test, 99
users from all 289 users are chosen, having at least 4 samples. Three samples per user are
chosen as enrollment data and one sample as verification data. A different sample for the
verification is chosen for each test and the tests are repeated 4 times.

In the feature extraction process, the method of Section 4 is used. A feature vector con-
taining L × J = 68 × 6 = 408 real values is obtained. The equal error rate (EER) using
the correlation classifier is equal to 3.38%.

Then, we use the binarization function described in Section 3 to convert the extracted
feature vectors into binary strings. To compare the authentication performance before
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and after binarization, we show the receiver operation characteristic (ROC) curves in Fig-
ure 3. The solid line of the binary feature vectors is obviously above the dashed line of
the real-valued feature vector. That is to say, in this case, binarization slightly improves
the authentication performance. Generally, it is our experience that a good binarization
approach leads only to small changes in recognition performance.
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Figure 3: ROC curves of real-valued feature vectors and binary feature vectors

In the above mentioned binarization process, the median was used to calculate the bi-
narization threshold. If we compare the FMR and FNMR curves of the binarization using
median and mean (see Figure 4), there is no significant difference regarding authentica-
tion performance. Both EER are around 3%, however, the solid line of FNMR-curve of
the mean-based binary vectors deviates from the probability-axis in comparison with the
dotted one of median-based binary vectors. The median-based binarization has higher
robustness to noise. This makes it better than mean-based binarization, since the perfor-
mance of template protection is restricted by errors occuring in the binary feature vectors.
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Figure 4: The classification results of the binary
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In our implementation, a BCH-code is chosen as error correction code in the fuzzy extrac-
tor and this limits the possible length of the binary strings to 2i − 1 (with i ∈ N). Since
the maximum string length, following from our feature extraction method, is 408 bits, we
can at maximum choose 255 reliable bits. The classification results under the assumption
of non-Gaussian distributed templates and Gaussian distributed templates are shown in
Figure 5. Both classification results are similar. Under the assumption of non-Gaussian
distribution, the robustness is better than under the assumption of Gaussian distribution,
however, the discriminative power is slightly worse.

With 255 bits codewords, only discrete set of the secret code length s and the correctable
errors length e is possible. Several examples and their corresponding bit error rate(BER),
FNMR and FMR is given in Table 1. The FNMR under the assumption of non-Gaussian
distribution is significantly better than under the assumption of Gaussian distribution,
while its FMR decreases slightly .

BCH (c/s/e) non-Gaussian distribution Gaussian distribution

255/107/22 FNMR=12%; FMR=0.4% FNMR=21%; FMR≈ 0

255/91/25 FNMR=11%; FMR=0.6% FNMR=16%; FMR=0.2%

255/79/27 FNMR=10%; FMR=0.7% FNMR=13%; FMR=0.3%

Table 1: Examples of possible BCH codes and the corresponding FNMR and FMR results for non-
Gaussian and Gaussian assumptions.

6 An Application to Biometric ePassports

In this section we propose an architecture for a 3-way check around a biometric ePassport
where the reference information stored in a database reveals no information on the bio-
metric [KSA+06]. Although currently 2D face images are used, due to considerations as
discussed in Section 1 it is to be expected that in the future, 3D images will be used. The
architecture is depicted in Figure 6 where Kiosk represents the location where a passport
is checked. Referring to Figure 1 we define W = (W (Q), W (E)) and we choose a cryp-
tographic authentication protocol based on comparing hashed values of the key K derived
from a 3D face biometric. In order to explain the architecture we assume that when the
passport is issued, secure biometric information of the form (h(Kc), W ) is stored in the
passport and reference information of the form h(K) is stored in a database. A 3-way
check then proceeds as follows:

• The Kiosk reads (h(Kc), W ) from the passport and sends W to the 3D camera;

• The camera performs a biometric measurement and derives a feature vector #f . It
then uses W (Q) to quantize #f to obtain a string z and combines this with W (E) in a
fuzzy extractor to generate a key Ks. The hash h(Ks) is sent to the Kiosk.
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• If h(Ks) "= h(Kc) authentication fails, otherwise the individual is considered to
be the owner of the passport; Next, the Kiosk verifies if h(Ks) is in the database.
Depending on the response, the Kiosk allows or denies the individual access.

If the hash function h is cryptographically strong, the information h(K) will not reveal
any information about the biometric that was used to generate the key K. Clearly, it is
possible to add additional information, such as name and address, to a stored value h(Ki)
but for the biometric part of the system this is not required.
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3D Camera
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Database
(public)

Yes h(Ks) present ?

Yes/No
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h(K1)
h(K2)
h(K3)
h(K4)

FE
Q

EXTR

Figure 6: An architecture for a 3-way check with a biometric ePassport based on 3D face recognition.

7 Conclusions

In this paper we proposed a 3D face biometric system which protects the privacy of the
stored biometric reference information. The overall architecture, the feature vector extrac-
tion and the quantization methods were discussed in some details. Simulations show that
the binary templates still give acceptable recognition performance.
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