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Abstract: The safety of electric vehicles has the highest priority because it helps
contribute to customer confidence and thereby ensures further growth of the
electromobility market. Therefore in series production redundant hardware
concepts like dual core microcontrollers running in lock-step-mode are used to
reach ASIL D safety requirements given from the ISO 26262.

Coded processing is capable of reducing redundancy in hardware by adding
diverse redundancy in software, e.g. by specific coding of data and instructions. A
system with two coded processing channels is considered. One channel is active
and one is in cold standby. When the active channel fails, the service is switched
from the active channel to the standby channel. It is imaginable that the two
channels with implemented coded processing are running with time redundancy on
a single core or on a multi core system where for example different ASIL levels
are partitioned on different cores.

In this paper a redundant concept based on coded processing and software
rejuvenation will be taken into account.

1. Introduction

Nowadays the importance of the reliability in safety-critical and life-critical systems is
well recognized [Bao05]. Redundancy does not only mean the duplication of systems.
By definition, all additional units and methods are included, that are implemented for
error detection and error avoidance. Such methods are for example integrated test units
as well as error-detecting codes and coded processing, like Safely Embedded Software
(SES) [Mot12]. With embedded multicore microcontrollers software aging [Par94] is
getting a more and more important point even for embedded systems. Thereby the
hardware fault tolerance is well understood since many years, but the software fault
tolerance is often the origin of most of the reliability problems. In a standard or low
performance embedded system there are nearly no dynamic factors, like the static
memory allocation, but in high performance or future embedded systems a dynamic
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behaviour will be necessary. At the moment these issues have less relevance for safety-
critical systems. For instance, in the case of software that undergoes a safety certification
process, dynamic memory management is typically avoided [Cor11]. A preventive and
proactive solution to software aging is software rejuvenation involving the restoration of
a system to a clean internal state [Sar09]. The proactive fault management has to be
added as a complementary approach in addition to the traditional reactive recovery
mechanisms with subject to aging. At a certain time with the proactive fault management
a rejuvenation operation is scheduled, so that potential error conditions could be
removed. There are two different approaches for software aging and rejuvenation. The
measurement based are statistical analysis for predicting a time window where
rejuvenation should be prefered [Cas01] [Gar98] [Li02] [She03] [Vai99]. An optimal
rejuvenation time could not be determined with this statistical approach. The analytical
approach is done with a Markov process or with stochastic Petri net models. With this
models it is possible to compute the system availability [Doh00d] [Doh00n] [Gar95]
[Hua95] [Vai01]. During my research studies for coded processing I have been inspired
by the work [Kou10] for the following considerations to proof with a Continuous Time
Markov Chain that software rejuvenation between different coded processing channels
improves the availability of the embedded system significantly, compared with an
embedded system without any rejuvenation actions and without coded processing.

The paper is structured as follows. After the presentation of the principle of Coded
Processing based on the example of Safely Embedded Software in section 2, an
introduction of Software Rejuvenation is given in section 3. In section 4 the redundant
systems without and with Safely Embedded Software in combination with Software
Rejuvenation are modelled, which are the basis for section 5 in which the Mean Time To
Failure is calculated with the help of a Continuous Time Markov Chain. Section 6
contains some conclusions and an outlook for future work.

2. Coded Processing

The concept of coded processing is capable of reducing redundancy in hardware by
adding diverse redundancy in software, e.g. by specific coding of data and instructions.
Hardware and software coding can be combined using approaches like the Vital Coded
Processor [For89]. Consequently besides the actual safety-critical control program, also
the other programs can run on the same hardware. Thus it is possible to specifically
protect only the safety-critical parts of the control program. Coded Processing enables
the verification of safety properties and fulfills the condition of single fault detection
[Mot12]. Coded Processing does not constrict capabilities but rather supplements multi-
version software fault tolerance techniques like N version programming, consensus
recovery block techniques, or N self-checking programming [Mot12]. In this paper the
Safely Embedded Software approach is described in more detail.
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2.1. Safely Embedded Software (SES)

The given SES approach generates the safety of the overall system in the application
software level. SES is based on the (AN+B)-code of the Coded Monoprocessor
transformation of original integer data xf into diverse coded data xc [Mot12].

Coded data fulfills this relation:

txfc DBxAx ++⋅= where
txADBD

BAxx

txt

xfc

,,

,,,,

0 ∀<+Ν∈

Ν∈Ζ∈ + (1)

The prime number A is important for safety characteristics like Hamming Distance and
residual error probability Pre = 1/A of the code [Mot12]. Hamming distance gives
information about the maximum number of fully detectable bit errors and residual error
probability Pre is the probability that the corruption of the data remains undetected after
performing the decoding procedure [Sch06]. Number A has to be prime because in case
of a sequence of i faulty operations with constant offset f, the final offset will be fi ⋅ . If

A is not a prime number then several factors of i and f may cause multiples of A. If a
prime number is used as A, this offset is only a multiple if i or f is divisible by A. This is
the same fact for the multiplication of one or two faulty operands. Additionally, so called
deterministic criteria like the above mentioned Hamming Distance and the Arithmetic
Distance must be considered for choosing an adequate prime number. Other functional
characteristics like necessary bitfield size and consequential handling of overflow are
also caused by the value of A. The simple transformation fc xAx ⋅= is illustrated in Fig.

1.

Figure 1: Simple transformation for xc = A * xf.

To ensure the correct memory addresses of the variables any user defined specific
number or the memory address of the variable itself could be used as static signature Bx
[Mot12]. The dynamic signature Dt ensures that the variable is used for example in the
correct task cycle or function call.
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The two software channels (original data and coded data) could be verified for example
at the end of each task cycle before starting the output of the calculated values. Therefore
the instructions are coded in such a way that, either a comparator could verify the diverse

channel results for the condition tzfc DBzAz ++⋅= , or the coded channel could be

checked directly by the verification condition 0mod)( =−− ADBz tzc (cf. (1)).

3. Software Rejuvenation

Software rejuvenation is a technique which has been first proposed by Huang et. al. in
1995 [Hua95]. Since this time many papers have been published [Cor11] to characterize
and mitigate the Software Aging phenomenon. In long-running operational software, due
to software aging, the accumulation of errors leads for example to progressive resource
depletion and finally to the crash of the system [Bao05]. Software rejuvenation is a fault
reaction technique to prevent that failures in continuously running systems occur. At
certain points in the program flow the currently used variables and the corresponding
program counter will be stored on a stack. If an error is detected the rejuvenation could
switch the service from the active coded channel to the standby coded channel.
Consequently the execution of the function could be continued at this point in the
program flow using the other channel. This involves stopping the task of one coded
channel and switching the task to the other coded channel which was in standby. Due to
this environment diversity the transient failures in software could be corrected, because
the coded channel which is in standby could be restarted in an internal state with a
cleaned environment like the memory. The failure triggered rejuvenation is reactive, so
that the action is started after a failure. In addition the software rejuvenation process can
also be started automatically due to measurements or calculations which determine the
best time window for switching. This means that the action is startet preventive and
proactive. The likelihood of successfully completing the current task will be increased
by the following steps. The task will be switched periodically from one coded channel to
the second coded channel, while restarting the task at a previous checkpoint and in the
meantime the rejuvenation process will be started on the currently inactive channel. It
must be stressed that the periodical switching does not replace the switching due to an
error. This mechanism complements the switching due to an error, so that this case
becomes less likely in the system. When errors occur in the system, it is still necessary to
trigger the software rejuvenation spontaneously.

Software rejuvenation does not solve the root cause of the failures, consequently the
software aging will continue so that the software rejuvenation has to be executed
cyclically. Since software aging leads to transient failures in systems, environment
diversity can be employed pro-actively to prevent degradation or crashes [Vai99]. Such
errors are transient and they are non-deterministic or difficult to characterize.
Consequently these errors could occur after a long time without disturbing the proper
execution of the application before. Even now, software aging has been observed in
specialized software used in high-availability and safety-critical applications [Hua95].
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The main aim of SES in the case of rejuvenation is to detect errors reliable. After the
detection of an error the switching to the standby unit is triggered and the rejuvenation is
started. Beside this the software rejuvenation is triggered periodically, so that after every
rejuvenation interval the task is restarted at a clean internal state. Due to this the
reliability of the system could be increased.

4. Modelling of the redundant system

Two models are discussed in this paper. The first model is a redundant system without
software rejuvenation and the second model is with coded processing and software
rejuvenation.

In this paper with software rejuvenation, always the first-level rejuvenation or partial
rejuvenation is meant. In the literature there are first-level and two-level rejuvenation
models available. First-level rejuvenation stopps only certain tasks of the system and
switches them to a redundant system. However the two-level rejuvenation, also called
full rejuvenation, could stop all running tasks and restarts the system. With two-level
rejuvenation depending on the condition of the software environment the different
rejuvenation actions (full or partial) will be triggered [Jin05][Kou05][Xie05]. This full
rejuvenation is in the automotive environment for the most systems not possible, because
the demanded reaction times are shorter than the time needed for the restart of the whole
system. For systems in the automotive environment a certain availability must be
guaranteed for the whole driving cycle.

Consequently in this paper with software rejuvenation always the first-level rejuvenation
is meant.

4.1. Markov Chain

The Markov chain is a stochastic process and named after Andrey Andreyevich Markov
[Hil07]. It consists of a finite number of states and represents the possible transitions
from one state to another. In the case of a Markov chain of first order, for each step it
does not matter what has been the previous sequence of steps. For determining the next
step it is only relevant which is the current state. Due to this fact the process is called
"memoryless". This is called the Markov property. The aim is to be able to calculate the
probability for the occurrence of certain states in the future.

With Markov chains it is possible to describe any redundant system. The states of the
Markov chain correspond to the possible system states, which represent the functional or
failure states of the components of the system. At a certain time the system is always in a
certain state of the Markov chain. Consequently all failure rates as well as their
appearance can be taken into account.

Each state is represented by a circle with a number in it. To improve the readability the
states could be additionally named, like “no channel failed”. The transitions between the
states are represented by arrows from the destination state to the target state. The arrows
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are labeled with the transition rate, which represents the rate that the system goes from
this state to a certain state.

Electronic systems behave as if they would fail nearly at any time with the same failure
rate λ. There is an exception for the early failures and for failures due to aging [Bra12].
Based on these facts the traditional Weibull distribution is unable to model the complete
lifetime of electronic systems. Therefore the extended Weibull distribution has been
developed which matches such systems with a bathtub-shaped failure rate function. The
characteristics of the extended Weibull distribution are, that at the beginning the Weibull
distribution is dominating the gradient of the curve, at the end the function is increasing
rapidly according to a nominal distribution and in between the failure rate is almost
constant which corresponds to exponentially distributed random failures.

For simplification an ideal model is assumed for electronic systems [Bör04]. In this ideal
model the early and late failures are neglected.

4.2. System with Cold Redundancy without SES

A system with two channels is considered. One channel is active and one is in cold
standby. Two channels are running on a multi core system where for example different
ASIL levels are partitioned on different cores. The important point is that one channel is
active and one is in standby. When the active channel fails, the service is switched from
the active channel to the standby channel.

As shown in Fig. 2 we assume, that the active channel fails with constant failure rate λ1.
At the beginning no channel failed, so that the system is in state 1, where one channel is
active and the other channel is in cold standby. At this point no automatic switching at a
certain time is implemented. Consequently only in the case of an error the system
switches from the active channel to the standby channel and enters state 2. The system
enters state 3 with failure rate λ1, if another error occures. In state 3 the system must
enter the error state.

There is also the possibility that a failure occurs in both channels. In this case with rate
λ2 starting from state 1 the system must enter state 3 directly without traversing state 2.

Consequently there is no differentiation in the error state. This means that the error state
will be entered for example after a common cause failure, just as well after the
occurrence of transient errors due to electro migration.
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Figure 2: system with cold redundancy (no rejuvenation)

4.3. Software Rejuvenation on a System with Cold Redundancy with SES

Again a system with two channels is considered. In this model each channel is coded
with SES wherupon one channel is active and one is in cold standby. The system
switches from the active channel to the standby channel in the case of an error as well as
cyclically at the time when the cyclic rejuvenation is started. Consequently there is an
automatic switching implemented at a certain time. As shown in Fig. 3, at the beginning
no channel failed, so that the system is in state 1, where one channel is active and the
other channel is in cold standby.

In the case of an error the system switches from the active channel to the standby
channel and enters state 2. The system will enter state 4 where the rejuvenation will be
started or the system will enter state 3, if another error occures during the checks of the
failed channel. In state 3 the system must enter the error state.

Additionally the rejuvenation process will be triggered cyclic. For the cyclic
rejuvenation process the system switches from the active channel to the standby channel,
so that the rejuvenation process could be started for the channel, which was the active
channel before and enters state 5. After the rejuvenation process, the coded channel is
available in cold standby again.

Compared to the previous model without sofware rejuvenation, also the case where
software rejuvenation can fail has to be considered. If the rejuvenation process (triggered
due to an error or cyclically) is not completed properly or is performed improperly, the
state 3 will be entered to bring the system into the error state. This is the result, because
the failed rejuvenation is a failure state, which indicates an abnormal function. The
consequence of this is, that the system fails in the same manner as before, if a failure
occurs on the active channel during the software rejuvenation process. Because of the
ongoing software rejuvenation process, no switching to the standby channel is possible.
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Figure 3: system with coded channel in cold redundancy and rejuvenation

5. Continuous Time Markov Chain (CTMC)

With the help of Markov-models it is possible to calculate reliability values and safety
parameters like point-availability, availability, MTTF and reliability. The rates for the
state transitions can be specified for each transition from one state to another as well as
the probability that the system remains in the state. Constant failure rates are assumed
and an exponential distribution. Thus the transition rates are always 0≥λ .

5.1. Introduction

Normally the reliability problems are concerned with systems which consist of a number
of discrete and identifiable states and continuous in time. A stochastic chain with a
continuous parameter space is called markov chain iff. for all 0≥n , each sequence
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The row sum has to be 1. If there is no transition from one state to another the transition

rate is 0. The elements of the matrix described with ijq represent the transition rate from

state i to state j where [ ]nji ...1, ∈ . Therefore each row represents all transitions from

state i to another state and each column represents all transitions from another state to
state j.

For example the matrix Q could be subtracted from the identity matrix I to get the matrix
M:
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Where the exit rate iA of state i is defined as:
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5.2. System with Cold Redundancy without SES

Based on the Markov chain Fig. 2 defined in chapter 4.2 in combination with (3) and (5)
the matrix Q could be defined for a system with cold redundancy:
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The matrix G contains only of state 1 and 2, because the system is fully operational in
these states.
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For the mean time to failure (MTTF) calculation, which measures the average time to
failures, the matrix M is calculated:
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With this matrix M the matrix N could be calculated:
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For the calculation of MTTF value, the first row of the matrix N has to be summed up:
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The following values are assumed:

h
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h
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(12)

For the determination of the transition rate
1λ the ISO 26262 [ISO11] was used. In the

ISO 26262 the random hardware failure rate of ASIL B and ASIL C systems is defined
as 10-7 h-1. According to the IEC 61508 part 6 [IEC00] a β-factor is used, to calculate the
rate

2λ . This is the rate of a failure of the safety-related system due to a common cause
failure. For the system without SES the given β-factor for redundant systems with poor
diagnostic tests has been choosen from IEC 61508.

Consequently with equation 10 to 12 the MTTF could be calculated:

yMTTF 170,2≈ (13)
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5.3. Software Rejuvenation on a System with Cold Redundancy with SES

Again based on the Markov chain Fig. 3 defined in chapter 4.3 in combination with (3)
and (5) the matrix Q could be defined for a system with cold redundancy and software
rejuvenation:
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The matrix G contains only of state 1, 2, 4 and 5, because in these states the system is
fully operational.
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For the mean time to failure (MTTF) calculation, which measures the average time to
failures, the matrix M is calculated:
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With this matrix M the matrix N could be calculated:
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For the calculation of MTTF value, the first row of the matrix N has to be summed up:
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According to the IEC 61508 part 6 [IEC00] a β-factor is used, to calculate the rate
2λ .

This is the rate of a failure of the safety-related system due to a common cause failure.
For the system with SES the given β-factor for diverse systems with good diagnostic
tests has been choosen from IEC 61508 with the ratio of dangerous undetectable and
dangerous detectable from [Bör04].

Consequently with equation 18 to 26 the MTTF could be calculated:

y3,420,000≈MTTF (27)

6. Conclusion

In this paper a software rejuvenation model is proposed, in which SES is supplemented
with the partial rejuvenation. Due to the SES more failures could be detected, so that it
gets more likely, that the system is working in state 1. Nevertheless the software
rejuvenation may not be successful under some circumstances. This leads to a failure of
the system, but in total the reliability gets higher due to the fact that former undetected
failures will be eliminated during the rejuvenation process.

As shown before with the help of the Markov modell of the two examplary systems it
was possible to point out a great improvement of the system reliability by the calculation
of a CTMC. Without coded processing and software rejuvenation the assumed system
will have a MTTF of 2,170 years (cf. (13)). This means, that one system will fail every
2,170 years, which sounds quite good. But if you assume, that this system is running in
one million cars, then about 460 cars will fail every year and this sounds no longer as
good as before. With coded processing and with software rejuvenation the assumed
system will have a MTTF of 3,420,000 years (cf. (27)). In the point of view like before,
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this also means that only one car will fail every three to four years, if one million cars
are running with the system safeguarded by SES in combination with software
rejuvenation.

Of course the calculation of the MTTF could be done also for ASIL A and ASIL D
systems. In Tab. 1 again the hardware failure rates defined in the ISO 26262 [ISO11] are
used. It could be seen that the failure rate of the choosen hardware has a direct influence
on the MTTF of the system regardless of whether SES is used or not.

ASIL A ASIL B/C ASIL D

failure rate 10-6 h-1 10-7 h-1 10-8 h-1

MTTF without SES 217 y 2,170 y 21,700 y

MTTF with SES 342,000 y 3,420,000 y 34,200,000 y

Table 1: Comparisson of MTTF of ASIL A to D systems according ISO 26262.

A further step would be to do a Semi-Markov calculation using the extended Weibull-
function instead of the constant lambda values to be able to take the whole lifetime of an
electronic system into account. With a Semi-Markov modell it would be even possible to
calculate the optimal rejuvenation interval, which will improve the system’s availability
further.
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