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Abstract: On 25th May 2018, the EU-wide General Data Protection Regulation (GDPR) came into
force in order to strengthen the rights of Data Subjects. Although the GDPR speciĄes the required
information, which has to be presented to a Data Subject, it can still be argued for a lack of transparency
due to unfavorable presentation of the privacy policy. Furthermore, no systematic approach for the
enforcement of privacy policies in technical systems is deployed. These issues are tackled by the both
human- and machine-readable Layered Privacy Language (LPL), which models legal privacy policies.
This work introduces an extension for LPL to comply with Art. 12 - 14 GDPR. Additionally, user
interface prototypes will be introduced to allow the creation of LPL privacy policies by the Data
Protection Officer as well as a structured presentation of the LPL privacy policy for web-applications.
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1 Introduction

Where personal data is collected or processed users (Data Subjects) have to be informed
about it by the privacy policy. Although this document is essential and contains all legally
required information, users often do not read the privacy policies [Bi15] [St16]. This
behaviour has various reasons, for example complexity, legal language or the length of the
privacy policy [An11a]. Thus, the presentation of the privacy policy has to be reconsidered.
McDonald and Cranor analyzed the cost of reading privacy policies in their study. The
result was the following: If every American internet user reads all privacy policies, which
are displayed to him, the whole nation needs for reading 54 billion hours per year. Breaking
down this sum, every American citizen would require 40 minutes every day reading privacy
polices [MC08]. As a result of this great expenditure of time, many users agree/consent
to privacy policies without any understanding. The GDPR, which intends to strengthen
the rights of Data Subjects, e.g. by requiring free and informed consent [GD16, Art. 7],
seems not to have any noticeable effect on this behaviour. To avoid unknown processing of
personal data, the Data Subject has to understand the contents of the privacy policy, which
is non-trivial. Due to the complexity of the GDPR and its deĄnition of information that
has to be provided to the Data Subject [GD16, Art. 12 - 14], also the creation of GDPR

1 University of Passau, Chair of Distributed Information Systems, Passau, Germany armin.gerl@uni-passau.de
2 University of Passau, Chair of Distributed Information Systems, Passau, Germany bianca.meier@uni-passau.de

cba doi:10.18420/inf2019_51

David, Geihs, Lange, Stumme (Hrsg.): INFORMATIK 2019,
Lecture Notes in Informatics (LNI), Gesellschaft für Informatik, Bonn 2019 311

https://creativecommons.org/licenses/by-sa/4.0/
https://doi.org/10.18420/inf2019_51


compliant privacy policies is challenging for the Controller, which can be supported by the
Data Protection Officer (DPO). Because, no uniform approach of creating and handling
is available, the management of privacy policies is a tedious and time-consuming task
which may be individual for each DPO and Controller. Furthermore, this results in various
structures, wordings and presentations of privacy policies hindering the understanding for
the Data Subjects.

To tackle this challenge, we propose a systematic computer science approach to create and
present privacy policies in a uniĄed way utilizing the Layered Privacy Language (LPL).
Based on LPL an overarching framework enables the privacy-preserving processing of
personal data directly based on the decisions of the users. Therefore, users negotiate and
agree/consent to a LPL privacy policy, which represents the individualsŠ privacy settings.
This personalized privacy policy is considered for each processing, i.e. processing of
personal data is restricted to speciĄc purposes. Thus, the usersŠ decisions on its privacy
are directly inĆuencing if and how its personal data is processed [Ge18b]. Furthermore,
the human- and machine-readable LPL enables a systematic creation of privacy policies,
which can be veriĄed for completeness, and the structured presentation of privacy policies.
To comply with the requirements for the contents of a privacy policy, LPL is extended
according to Art. 12 - 14 GDPR [GP18a]. We detail how this LPL extension complies to
the GDPR, such that legal privacy policies can be modelled.

The main contribution of this work consists of the introduction of the LPL Policy Creator,
which intends to support the Controller with the creation and management of privacy policies.
And the extension of the LPL Policy Viewer, presenting users the required information,
based upon previous work [GP18b] [Ge18a] to comply with the GDPR requirements for
privacy policies. As a result users can perceive standardized policies including all necessary
information in a layered approach [Gr18]. The remaining of the paper is structured as follows.
Section 2 reviews related work regarding other privacy languages and the visualizations
of privacy policies. The extension of LPL to the Art. 12 - 14 of the GDPR is detailed in
section 3. The LPL Policy Creator is introduced in section 4. Section 5 presents the updated
LPL Policy Viewer for the presentation of the privacy policy to the user. Lastly, section 6
concludes this work and gives an outlook.

2 Related Work

Next to LPL other privacy languages have been proposed to enhance the privacy experience,
which we will shortly describe and compare to, to show the strengths of LPL.

The Privacy Preferences Project, short P3P, is standardized by the the World Wide Web
Consortium (W3C) [CAG02]. P3P intended to provide privacy policies in a standardized
format and therefore enable automatic processing of them. Naturally, P3P does not consider
GDPR, because it has been proposed before GDPR. P3P models privacy policies in XML,
which then is provided by the website to the user via the browser. To model privacy policies
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a pre-deĄned vocabulary is used, which only allows for a restricted extent the modelling of
real privacy policies, e.g. the vocabulary for purpose is Ąxed. In contrast LPL does not use a
pre-deĄned vocabulary for its elements. To support the user with the decision if the provided
P3P privacy policy complies with its personal privacy preferences the A P3P Preference
Exchange Language (APPEL) is introduced [CAG02]. Processing both the personal privacy
preferences of the user and the P3P privacy policy provided by the website, the browser
plugin Privacy Bird [CGA06] visualizes the fulĄllment of the users privacy preferences
via an icon. Three different icons exist: A green bird, which tells the user, that his personal
privacy settings are consistent with the privacy policy. A red bird indicates that they are not
consistent. Lastly, a yellow bird indicates that the tool is unable to retrieve a privacy policy
from the website. Thus, only a few indications are given to user, but no further information,
interaction, or possibility for consent management are given.

The privacy language PrimeLife (PPL) [An11b] intends to handle access control and data
usage at the same time. The newest guidelines of the GDPR will not be considered, because
PPL was implemented before it. PPL comes with a user interface for the presentation
and negotiation of privacy policies. To tackle the challenge that it is hard for the user to
deĄne its own privacy preferences, pre-conĄgured levels of privacy are provided Ű ŠNearly
AnonymousŠ, ŠMinimal DataŠ and ŠRequested DataŠ Ű which can be chosen and changed by
the user at any time [An11b]. To visualize the data processing, a dialog called Send Data?
is proposed [An11b], which presents the user in a tabular visualization the collected data
for each purpose. Additionally, data recipients are listed. The user interfaces enables the
comparison to the users personal settings, but does not allow the negotiation of the content
of the privacy policies. This is in contrast to LPL, which supports negotiation.

The SPECIAL Project, which was funded by European UnionŠs Horizon 2020 research,
proposes a GDPR compliant privacy dashboard [PRK17] based upon SPECIALŠs Usage
Policy Language [PB17]. The privacy dashboard provides a time-line consisting of each
processing of data. Data items are divided in four groups: ŠData I provideŠ, ŠData of me
provided by othersŠ, ŠData of my behaviorŠ and ŠInferred data about meŠ. This subdivision
improves the transparency of data processing for the Data Subject. In addition to this
time-line, the user interface informs about the privacy policy in a written way and third
parties. It is important to notice, that the user can give/withdraw his consent to the processing
for any purpose, which represents the negotiation of a privacy policy in LPL. Hereby, it
is differentiated between required and non-required purposes. Required purposes have to
be agreed upon by the user and are usually necessary for the service, thus they cannot be
withdrawn from the privacy policy. On the other hand non-required purposes have to be
consented to by the user.

3 LPL with Art. 12 - 14 Extension

LPL is intended to represent all privacy policy concerning processes including creation,
negotiation, managing and enforcing of privacy policies [Ge18b]. Thus, LPL has to be
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presentable in a human-readable way that supports free and informed consent, while person-
alization of the privacy policy is encouraged. Furthermore, LPL enables the enforcement of
the privacy policy due to policy-based access control and de-identiĄcation mechanisms.
Therefore, data can only be processed by authenticated and authorized entities in a, if
necessary, de-identiĄed way. To achieve this personal anonymization, pseudonymization
methods, and privacy models are integrated.

This work focuses on the creation and presentation of privacy policies in the context of Art.
12 - 14 GDPR, such that LPL policies can be used within the European legal framework.
For the presentation of LPL privacy icon capabilities and human-readable headers and
descriptions with internationalization support have been introduced [Ge18a] [GP18b].
Therefore, Art. 12 - 14 GDPR has been analyzed and requirements have been derived.
Comparing the original version of LPL [Ge18b] against those requirements it was found
that the basic policy structure is full-Ąlled, but several informative requirements are missing
for which an extension has been proposed [GP18a]. Furthermore, LPL has been extended by
pseudonymization capabilities, which are necessary in health care scenarii [GB19]. Within
this work we consider LPL with all mentioned extensions (see Fig. 1) to cover its full extent
for creation and presentation. Therefore, we reconsider the requirements deĄned by Gerl
and Pohl [GP18a] and compare them to the updated LPL in the following.

Fig. 1: The structure of the Layered Privacy Language [Ge18b] with the User Interface Extension
[Ge18a], Pseudonymization Extension [GB19], and Art. 12 - 14 GDPR Extension [GP18a].
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3.1 Comparison of LPL to Art. 12 - 14 GDPR Requirements

The main articles of the GDPR dealing with the requirements for privacy policies are Art.
12 - 14, which will be compared to the capabilities of LPL in the following (see Tab. 1).

In Art. 12 GDPR general provisions for the communication to the Data Subject, especially
regarding transparency, are stated [GD16, Art. 12]. First of all it states that a privacy policy
has to be provided in a clear and plain language [GD16, Art.12 (1) Sentence 1], which is
enabled through the UIElement providing all key elements with human-readable headers
and descriptions, which has been introduced in the User Interface Extension [Ge18a].
Furthermore, the privacy policy can be provided in a written or electronic form [GD16,
Art.12 (1) Sentence 2], under which LPL falls as an electronic format. What cannot be
covered by the LPL model itself is the realization of the Data Subject Rights [GD16, Art.
12 (2)], their response time [GD16, Art. 12 (3)], or the protection of the Controller from
excessive Data Subject Rights requests [GD16, Art. 12 (5)], because this is concerning
an overarching privacy framework using LPL. Realization of the semi-automatization of
Data Subject Rights is hereby subject to future work. The last requirement derived of Art.
12 allows the usage of standardized icons [GD16, Art. 12 (7)], which are covered by LPL
through the introduction of the Icon-element for privacy icons [Ge18a].

The following Art. 13 and Art. 14 have very similar content and will therefore be combined
compared. Art. 13 describes the information that has to be provided where personal data are
collected from the Data Subject [GD16, Art. 13] and Art. 14 describes the information that
has to be provided before data is collected from the Data Subject [GD16, Art. 14]. Both
articles demand that the identity of the Controller and its contact details are provided [GD16,
Art. 13 (1)(a), Art. 14 (1)(a)], which is modelled in LPL as a set of Controller-elements
to also consider Joint Controllers [GD16, Art. 26]. Furthermore, the contact details of the
responsible DPO has to be provided [GD16, Art. 13 (1)(b), Art. 14 (1)(b)], which is covered
by the DataProtectionOfficer-element of LPL. The purposes of the processing of personal
data and their legal basis, including the legitimate interests [GD16, Art. 13 (1)(d), Art. 14
(2)(a)], have to be stated [GD16, Art. 13 (1)(c), Art. 14 (1)(c)], which LPL models a set
of Purpose-elements each having a set of LegalBasis-elements. The Data Subject has to
be informed about the collected data categories [GD16, Art. 14 (1)(d)] modelled by the
DataGroup-element. The required personal data has to be communicated to the Data Subject
[GD16, Art. 13(2)(e)], which is modelled by the Data-element having the required attribute.
The data recipients for the personal data [GD16, Art. 13 (1)(e), Art. 14 (1)(e)], and if the
data is transferred in a third country and the applied safeguards [GD16, Art. 13 (1)(f), Art.
14 (1)(f)] have to be provided, which is modelled by LPL as a set of DataRecipient-elements
which have an attribute indicating a third country transfer and a set of Safeguard-elements
if necessary. The storage period for the personal data has to be provided to the Data Subject
[GD16, Art. 13(2)(a), Art. 14(2)(a)], which is modelled by the Retention-element of LPL.
Furthermore, the Data Subject has to be informed about its Data Subject Rights [GD16, Art.
13(2)(b), Art. 14(2)(c)] and how to lodge a complaint [GD16, Art. 13(2)(d), Art. 14(2)(e)],
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which is implemented by the DataSubjectRights-element and LodgeComplaint-element
globally for a policy. The Data Subject has to be informed if automated decision-making
is performed based on the personal data [GD16, Art. 13(2)(f), Art. 14(2)(g)], which is
modelled for each purpose by the AutomatedDecisionMaking-element. The Data Subject has
further to be informed about the possibility to withdraw consent [GD16, Art. 13(2)(c). Art.
14(2)(d)], this is implicitly modelled in LPL by the required attribute for the Purpose-element
that allows the user to (withdraw) consent to a purpose. This concept is further extended to
the Data-element and DataRecipient-element allowing for several personalization options.
Lastly, the Data Subject has to be informed about the source of personal data and if this source
is publicly available [GD16, Art. 14(2)(f)], which is modelled b the DataSource-element
with the public attribute denoting a public source.

Thus, LPL shows the capabilities to model all required information required by Art. 12 - 14
GDPR, whereas the implementation of the Data Subject Rights and their execution have to
be considered by the overarching privacy framework utilizing LPL. It may be argued that
the information stating that withdrawing consent is possible, may be modelled explicitly, but
in LPL we consider personalization of the privacy policy as a feature that should cover this
requirement and allow the user to inĆuence its personal data Šfrom consent to processingŠ.

GDPR LPL
Article Requirement Implementation

Art. 12(1) Sentence 1 Clear and Plain Language UIElement
Art. 12(1) Sentence 2 Written or Electronic Information LayeredPrivacyPolicy
Art. 12(2) Data Subject Rights Realization Framework
Art. 12(3) Response Time Framework
Art. 12(5) Excessive Requests Framework
Art. 12(7) Standardized Icons Icon
Art. 13(1)(a), Art. 14(1)(a) Contact Details of Controller Controller
Art. 13(1)(b), Art. 14(1)(b) Contact Details of DPO DataProtectionOfficer
Art. 13(1)(c), Art. 14(1)(c) Purpose and Legal Basis Purpose; LegalBasis
Art. 13(1)(d), Art. 14(2)(b) Legitimate Interest LegalBasis
Art. 14(1)(d) Categories of Personal Data DataGroup
Art. 13(1)(e), Art. 14(1)(e) Recipients of Personal Data DataRecipient
Art. 13(1)(f), Art. 14(1)(f) Third Country Transfer DataRecipient; Safeguard
Art. 13(2)(a), Art. 14(2)(a) Storage Period Retention
Art. 13(2)(b), Art. 14(2)(c) Information: Data Subject Rights DataSubjectRights
Art. 13(2)(c). Art. 14(2)(d) Information: Withdraw Consent Purpose
Art. 13(2)(d), Art. 14(2)(e) Information: Lodge a Complaint LodgeComplaint
Art. 13(2)(e) Information: Required Data Data.required
Art. 14(2)(f) Source of Personal Data DataSource
Art. 13(2)(f), Art. 14(2)(g) Automated Decision-Making AutomatedDecisionMaking

Tab. 1: Overview of the implementation of the legal requirements for privacy policies according to
Art. 12 - 14 GDPR by the Layered Privacy Language.
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4 LPL Policy Creator

One of the tasks of the Controller is to create and manage privacy policies. Hereby, it can
be a challenge to keep track of the fulĄllment of all requirements given by the GDPR. The
LPL Policy Creator is a prototype implementation, which supports the creation process
for LPL privacy policies, while support for compliance with GDPR is given. For a better
understanding we assume the following scenario.

The company ŠShopping WorldwideŠ operates a web shop. To comply with GDPR the
company has to create a privacy notice according to Art. 13 and Art. 14 GDPR which will
be integrated in the privacy policy to inform the users about the processing of their personal
data. The company uses the collected data for the non-required purpose ŠMarketingŠ and
the required purposes ŠBillingŠ and ŠResearchŠ. The later one requires the data ŠsexŠ, ŠageŠ
and Šsalary-classŠ and the non-required data elements ŠeducationŠ and Šwork-classŠ belong
to the last one. The collected data is processed by the data recipient ŠinternalŠ, which is the
company itself. The other data recipient, ŠexternalŠ, denotes that the data is analyzed by
a third party (which should be denoted in detail for a real-life policy). The data recipient
ŠinternalŠ is required, because the company itself has to process the data to provide the web
shop. In contrast, the data recipient ŠexternalŠ is non-required, such that the user has to
actively consent to it. In this scenario we denote a Ąctional legal basis ŠNational Research
InitiativeŠ as the legal basis of the processing. Also a Ąctional retention with the deletion
type ŠINDEFINITEŠ was created. No de-identiĄcation (anonymization, pseudonymization,
or privacy model) will be deĄned for this purpose, also no automated decision-making will
be conducted. Further description of other purposes is omitted for the scope of this paper.
These requirements can be modelled with the LPL Policy Creator using an interactive user
interface (see Fig. 2). Individual elements are detailed in the following.

Header The Header provides three different functions: Add a new layer to the current
privacy policy, reset the whole created privacy policy and the possibility to import a LPL
privacy policy. Creating a new LPL policy layer enables further detailing or restriction
of the policy, e.g. the user consented policy deĄnes that data can be used for marketing,
then an additional internal privacy policy layer can be added to further specify that only
speciĄc data is accessible by speciĄc roles or departments within the company. Therefore, a
LayeredPrivacyPolicy-element includes a set of UnderlyingPrivacyPolicies-elements, which
are LayeredPrivacyPolicy-elements.

Policy Header The Policy Header is separated into general settings and the Privacy Icon
Overview [Ge18a]. The general settings, accessed with the button ŠEditŠ, allow to alter the
language for international support. Additionally, a link (URL) to the regular legal privacy
policy can be set, to comply with common practices. Also other elements of the policy can
be set within the header, e.g. information about the Data Subject Rights or that the Data
Subject can lodge a complaint. The Privacy Icon Overview enables the addition of privacy

The Layered Privacy Language Art. 12 - 14 GDPR Extension 317



Fig. 2: LPL Policy Creator example creating a LPL privacy policy with the purposes ŠBillingŠ,
ŠResearchŠ, and ŠMarketingŠ. The purpose ŠResearchŠ is selected detailing further information on, e.g.
the processed data, the data recipient, or retention. Furthermore, information on the Data Protection
Officer, Controller, as well as required information for the Data Subject is presented.
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icons [GD16, Art. 12(7)] to the privacy policy. These icons are intended to support the
understanding of privacy policies by providing a quick overview over the processing of
personal data [Ge18a]. The Controller is intended to select from a speciĄed list of icons.
Because no official privacy icons have been implemented, we use self-deĄned privacy icons
as placeholders, until a European standard is in place. Based on the given scenario, icons
for the purposes ŠResearchŠ and ŠMarketingŠ would be speciĄed (see Fig. 2).

Purpose Overview The Purpose Overview allows the management (create, update, delete)
of purposes for the current privacy policy. The created purposes are listed, showing if
they are required or not. For example the purpose ŠResearchŠ is required and therefore a
indicating text-Ąeld is shown. The non-required purpose ŠMarketingŠ is similarly denoted
(see Fig. 2). For each purpose additional settings can be conducted by selecting it, e.g.
adding a descriptive text for the purpose.

Purpose Detail For each purpose various information can or has to be provided. Therefore,
for every purpose a set of data, set of data recipients, set of legal basis and retention has to be
provided. Furthermore, pseudonymization and privacy models may optionally be deĄned, as
well as information about automated decision-makings. Furthermore, for each data element
an anonymization method can be deĄned, to allow for Ąne-grained de-identiĄcation rules,
e.g. a postal-code may be anonymized for a marketing purpose using suppression. Both
for data and data recipients it can be deĄned if they are required or optional, such that the
user can decide on what data is processed for which purpose by whom. The data recipient
can hereby be a company, department, role, or individual, while data represents the actual
attribute, e.g. column of a table in a relational database. If a data recipient is not covered
by the GDPR, e.g. a company in the USA, then safeguards have to be implemented and
speciĄed for the data recipient. Retention of data can be set as a Ąxed date, in relation
of the ending of the purpose, or indeĄnitely. For privacy models, which deĄne privacy
guarantees for the whole data-set and not only a single record, common privacy models are
supported, e.g. k-Anonymity [SS98] or Differential Privacy [Dw06]. Because the selection
of the appropriate privacy model is non-trivial, we intend to support decision of with a
questionnaire-based wizard in future works. Similarly, pseudonymization method can be
deĄned to tokenize personal information like the name, e.g. hashing [Aa13].

General Information In the General Information section of the LPL Policy Creator
common information on the privacy policy has to be created. This includes the contact
details of the DPO or several DPOs iff applicable, the responsible Controller or a set of
Controllers to allow for Joint Controllers [GD16, Art. 26], information on the data source
i.e. the Data Subject after the acceptance of the privacy policy, and information on how to
lodge a complaint as well as Data Subject Rights.
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Footer After Ąnishing the creation of a LPL privacy policy, it can be stored as a JSON or
XML Ąle, which allows for the integration in services using LPL and being presented by
the LPL Policy Viewer. Furthermore, this functionality ensures the re-usability of privacy
policies, which were created with the vocabulary of LPL.

5 LPL Policy Viewer

Next to the LPL Policy Creator, the Ąrst iteration of the LPL Policy Viewer [GP18b] with its
Privacy Icon Overview [Ge18a] has been extended to incorporate all elements of the LPL
Art. 12 -14 GDPR Extension as well as Ąne-grained consent management [GMB19]. The
LPL Policy Viewer is hereby intended to give the user a fast overview over the processing of
its personal data, while all necessary information is provided due to layering. In order to
make the information even more comprehensible, the Visual Information Seeking Approach
(VISA) Ű Overview Ąrst, zoom and Ąlter, details on demand Ű is applied [Sh96]. Furthermore,
the user is enabled to personalize the privacy policy by consenting to non-required elements
i.e. purpose, data and data recipient. Further support for inĆuencing the anonymization
settings is anticipated for future work.

The initial concept of the LPL Policy Viewer, which consists of an overview over the
purposes of the processing of the personal data both using privacy icons and an purpose
overview, has not been altered. Only after interacting with the LPL Policy Viewer additional
information is revealed. This is implemented by the so-called Šinformation overloadŠ for the
user, therefore it is important for the user to prepare the information in such a way that he
can quickly and easily Ąnd relevant details without explicitly searching for them [MMG02].
This is especially important, because privacy policies are in general complex, such that the
abstraction without loss of required information is essential.

Compared to the LPL Policy Creator the LPL Policy Viewer is structured similarly, but it
lacks the functionality to create new elements, e.g. purposes, for the policy. Instead, it Ąrst
presents the user with an overview of the privacy policy, then allows for browsing for speciĄc
information, e.g. the data recipient for personal data of a speciĄc purpose or information on
how to lodge a complaint. Due to the extension of LPL all required information according to
Art. 12 - 14 GDPR is provided. But it should be noted that for Art. 13(2)(c) and Art. 14(2)(d)
GDPR, which specify that the Data Subject has to be informed about his right to withdraw
consent if the legal basis of processing was consent, is implemented implicitly by the LPL
Policy Viewer. The user is informed to be able to withdraw consent using check-boxes next
to the purpose, data or data recipient element, which is only possible for elements that
have the ŠrequiredŠ attribute set to ŠfalseŠ. This enables the user to personalize its privacy
policy at any time, but the personalization does not only affect the privacy policy but also
the corresponding business processes due to the machine-readability of LPL. Thus, the
withdrawal of consent to speciĄc data Ąelds removes them also from being processed for
the speciĄc purpose, which allows personalized applications. Furthermore, the user can
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Fig. 3: Example for the LPL Policy Viewer

experience notable changes to the application [GMB19], which may give certainty that
personal data is processed only according to its personal privacy policy.

In the following, we will describe the features provided by the LPL Policy Viewer based on
the previously detailed example scenario (see Fig. 3). Due to the same base structure as the
LPL Policy Creator, we will only highlight features that are essential for the presentation
and negotiation of the privacy policy in the following.

Policy Header The Policy Header the user is presented the Privacy Icon Overiew [Ge18a],
displaying individual icons for the purposes ŠMarketingŠ, ŠResearchŠ, and ŠBillingŠ giving
the user an overview over the processing of its personal data Šat a glanceŠ. Assuming
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standardized privacy icons will be introduced, the GDPR stating that privacy icons may be
provided in combination with the remaining privacy policy information, will be fulĄlled
[GD16, Recital 60]. Furthermore, the Policy Header provides the user with the capability to
change the language of the privacy policy allowing for internationalization support. Lastly,
the link for the legal privacy policy is provided to comply with the current state-of-the-art
representation of privacy policies.

Purpose Overview On the left side of the user interface the Purpose Overview is located
giving the user a textual list of the purposes for the processing of personal data. For each
purpose it is indicated whether it is required and therefore necessary to agreed upon, or
optionally accepted via interacting with the provided check-box. To comply with GDPR,
the withdrawal of consent is as easy as giving it by clicking on the check-box [GD16, Art.
7(3) Sentence 3]. Clicking on the name of the purpose, e.g. ŠResearchŠ, its details are given
within the Purpose Detail section of the user interface. This interaction corresponds to
the Visual Information Seeking Approach denoting that further details should be given
on-demand after Ąltering [Sh96].

Purpose Detail Depending on the selected purpose additional information is shown
within the Purpose Detail. Thus the user gets informed about which of its personal data
is processed by which data recipients, when the data is deleted, if the data is protected by
any de-identiĄcation techniques, and if any automated decision-makings are conducted for
the speciĄc purpose. Furthermore, the user can withdraw its consent to speciĄc data or the
processing by speciĄc data recipients, iff they are not required. Given our example scenario,
the data Ąelds ŠeducationŠ and Šwork-classŠ are not required as well as the data recipient
ŠexternalŠ, therefore consent can be withdrawn by interacting with the check-box (see Fig. 3).

General Information Lastly, in the General Information section of the user interface,
the remaining required information regarding Art. 12 - 14 GDPR is represented, which has
been missing in the Ąrst iteration of the user interface. The responsible DPO and Controller
are hereby prominently presented, while information on Data Subject Rights or how to
lodge are complained are accessible after interaction with the corresponding element. The
reasoning behind this is, that the user should be aware of the Controller and the responsible
Data Protection Office and their contact details before additional actions are taken, e.g.
making use of a Data Subject Right.

6 Conclusion and Future Work

This work compared the current implementation of the Layered Privacy Language (LPL)
with all its extension to the requirements given by in Art. 12 -14 GDPR for privacy policies
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demonstrating full coverage. To demonstrate the coverage of the extension of LPL we
introduced the LPL Policy Creator to support companies in the creation of privacy policies.
Additionally, we extended LPL Policy Viewer to incorporate the extensions of LPL, allowing
for a concise presentation of the privacy policy utilizing privacy icons and several interaction
possibilities to enable Ąne-grained consent management.

Future works will extend the consent management pattern to incorporate the inĆuence of
anonymization properties for the Data Subject, as well as supporting with the selection of
suitable de-identiĄcation methods. Also other user groups like children or elderly people
have to be considered for future user interface concepts. Furthermore, the realization of
Data Subject Rights as an semi-automated system utilizing LPL is subject of research, such
that only minimal required actions from the DPO are necessary to respond. The goal is
hereby to create a holistic approach to handle privacy intra and inter Controllers, while
privacy guarantees can be given for Data Subjects.
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