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Abstract: Many approaches, proposals and surveys to evaluate, measure and optimize the energy
efficiency of data management systems were made during the last couple of years stressing the
importance of this research field.

From the practitioner’s perspective, for example developers and end users of data management sys-
tems, there is a big number of factors that influence the performance and energy efficiency of a
particular data management system. For example, the replacement of hardware components or the
surrounding operating system can have a significant impact. Both developers and end users put
much effort into finding performance “bottlenecks”, better hardware resource utilization and confi-
gurations. Besides, when it comes to a scale-out scenario, end users often face the situation to find
a hardware configuration that offers both a reasonable performance and energy consumption, i.e. a
resource planning.

Multiple evidence presented in this paper suggest that a model to simulate both the performance and
energy consumption of a data management system is feasible. This allows to evaluate the energy effi-
ciency by running a simulation rather than by performing real experiments. Compared to traditional
ways, for example regression and compatibility tests, simulation runs are intended to drastically
reduce the investments, both in time and hardware.

In this paper, both the reasons to create such simulation model as well as the characteristics and
benefits of its fundamental design were discussed.

Keywords: Performance, Energy efficiency, Data management system

1 Introduction

The incentive to deal with the energy efficiency arises in many fields. When the number
of incorporated components to handle a problem reaches a specific limit, the components
themselves become a cost factor. Examples for such fields are data management and pro-
cessing systems as well as sensor and mobile device networks.

To illustrate this issue, one can consider the development of data management systems
in the last couple of years. The amount of information that is being created worldwide
increases exponentially. The traditional data management and processing systems are not
able to store and to process this amount efficiently. This leads to all the efforts that can
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be summarized under the term “Big Data”. Examples are the appearance of NoSQL data
management systems or data processing frameworks like Hadoop.

Although those systems allow the storage and processing of huge data amounts more ef-
ficiently, operators are still challenged. For example, there is a high number of combina-
tions regarding the selection of operating systems, data management systems and hardware
configurations. When it comes to a scale-out scenario or resource planning according to
changed demands and requirements, tradeoffs are existing. The term “green computing”
combines all efforts to find those tradeoffs.

It has been several years since the Claramont report [AABT08] showed the directions,
challenges and potential of “green computing”. The intention was to stimulate the re-
search of new architectures, use cases and implementations of data management systems.
Although some of them were realized, the reality shows that energy efficiency optimiza-
tions of data management systems are ambigous as outlined by Wang et al. [WFXS11].

The remaining paper is organized as follows: Section 2 briefly describes the calculation
and methodology of the energy efficiency. Section 3 discusses issues with respect to the
evaluation of the performance and energy consumption of data management systems. Sec-
tion 4 addresses these issues and shows —as a solution— that a model for the simulation of
both the performance and energy consumption is practical. Section 5 describes the funda-
mental design, the model and its key benefits whereas Section 6 presents the results of our
first simulation models. Section 7 summarizes the paper.

2 Evaluation of the Energy Efficiency

There is a well known equation to calculate the energy efficiency EE of a data management
system ([WEXS11], [XTW10]):

_WDB_Perf-t_Perf
W, Pt P

EE
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where Wpp is the useful work the data management system did and W, the electrical
work it consumed. P denotes the mean effective power. As Wpp is something arbitrary, it
can not be expressed with a physical unit. In general Wpp is the equivalent of the mean
performance Perf over the time ¢.

As Equation 1 states, it is essential for the calculation of the energy efficiency to measure
both the mean performance and the energy consumption. The former is given by a test
methodology and the latter by a definition of the test apparatus. For comparability reasons,
standards have been developed for both.

For instance, to evaluate the performance of a data management system, a benchmark
implementing one or more real use cases, is run on top of it. There are widely accepted
benchmarks for all kinds of data management systems. All these benchmarks are similar
in that they report as a performance metric either the response time or the throughput. In
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general the response time is determined by executing a specific workload and measuring
the time period from the initial access of the data management system until the end of the
execution. This can be done simultaneously with a higher number of clients to evaluate the
throughput.

For measuring the energy consumption while performing a benchmark, one or more energy
consumption measurement devices are used. The test apparatus provides a description on
how to measure the energy consumption. It also provides a list with the system components
that should be measured.

3 Issues in the Evaluation of Energy Efficiency

There are several issues when it comes to the evaluation and optimization of the energy ef-
ficiency with respect to data management systems. Equation 1 states that any optimization
follows either the increase of the performance or the reduction of the energy consumption.

For end users and developers of data management systems the optimization direction is im-
portant and still not clear [WFXS11]. Since the common way to evaluate and calculate the
energy efficiency is by performing benchmarks while measuring the energy consumption,
both groups have to invest into time (for the benchmark) and hardware components (for
the benchmark running on different combinations of hardware components). As a result,
all efforts lead to the comparability of data management systems in terms of performance,
energy consumption and finally energy efficiency. The ability to compare two different
data management systems or two different versions of the same one allows the decision
making and the resource planning. For instance, developers of data management systems
need comparability as the basis for regression tests. Similarly, end users need compara-
bility to choose the more performant and energy efficient data management system for a
given use case.

A general comparability of all known data management systems is impossible because
this requires a general benchmark that covers all imaginable use cases and a common
access interface to the data management systems in order to evaluate their performance.
Additionally such a benchmark also requires a general methodology and test apparatus to
measure the energy consumption for all possible combinations of hardware components.

Despite of that, it is feasible to compare data management systems that have a common
access interface or a common domain. There are benchmarks for most domains that stan-
dardize the workloads to evaluate the performance of the tested data management sys-
tems. However, these benchmarks are not consistent regarding the reported metrics which
makes the result comparision more difficult. A recent survey on benchmarks for Big Data
[QZ13] extensively reviews the current metrics and discusses some of the characteris-
tics and challenges they should address. An important point that the authors make is the
need of a complete, end-to-end benchmarking suite, including both component-based and
application-oriented benchmarks along with critical metrics such as energy consumption.
On the contrary, more general metrics which are independent of workload type or based
on processor micro-architecture characteristics are reported. Examples are Cycles per In-
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structions (CPI), first level data cache misses per 1000 instructions (L1 MPKI) and last
level cache (LLC) miss ratio, presented in [XYB"13] and [DKL"13]. Finally, important
new metrics like data processed per second and data per Joule are proposed by [LZJ112]
to better measure data processing and energy consumption.

In contrast to the evaluation of the performance, the methodology to measure the consumed
electrical energy according to Equation 1 is not consistent. In particular we refer to the
following issues:

) There are only two major standards that are widely accepted: SPECpower [(SP15]
and TPC-Energy [(TP15]. In contrast to TPC-Energy which standardizes an addi-
tional metric for their TPC-(C,E,H,DS) benchmark, SPECpower is a more general
way to relate the performance to the energy consumption.

° The set of components to be measured is not consistent. 7PC-Energy as well as
SPECpower define the components of a system under test (SUT) but some of them
are only optional. However, the reality shows that only the measurement of the over-
all power consumption matters. This is based on the fact that both TPC-Energy and
SPECpower require the usage of a separate software that is responsible for the entire
benchmark execution and also to measure the energy consumption of the incorpo-
rated devices. In fact, this software supports only a couple of measurement devices.

° Another important aspect is the inconsistent definition of the time frame that should
be measured. TPC-Energy defines this as the time period that it takes to execute
the benchmark. SPECpower extends this time period with short time periods before
and after the benchmark (so called “ramp-up”). The reason for this is to reflect the
preparation of the benchmark.

4 Reasons for a Model

In our opinion all approaches that were developed in the last decade towards the opti-
mization of the energy efficiency in data management systems showed the same empirical
progress and semantics as the ones known from the behavioral science.

This means that three stages are required to fully understand a topic. In the first stage all
factors that could have a potential influence are gathered. In the second stage the influence
factors are tested individually to estimate their impact. In the final third stage a model
abstracts all findings and allows the deduction of new knowledge.

With respect to the topic of this paper it is our belief that enough research results were
published to finally form a model. To prove our point we surveyed prominent publications
and approaches.

The first research concerning the factors that could have a potential influence on the energy
efficiency were evaluated and presented by Xu et al. [XTW10], Wang et al. [WFXS11]
and Tsirogiannis et al. [THS10]. Although they focused on relational data management
systems, important influence factors were identified and first measurement methodologies
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were proposed. In addition to this the assumption was verified that the optimization of
single influence factors have a significant impact on the energy efficiency. NoSQL data
management systems became very popular, especially in conjunction with the Hadoop
ecosystem. This introduced additional potential influence factors as presented by Lang et
al. [LKP11], Abadi [Abal2], Rabl et al. [RGVS*t12] and Baru et al. [BBN*13].

The impact of the identified factors was evaluated by executing benchmarks for fixed com-
binations of those factors, as reported for example by Vasic et al. [VBSK09], Lang and
Patel [LP09] and Poess et al. [PNV'10]. Prominent approaches modified existing data
management systems or their test apparatus to optimize either the performance (response
time and throughput) or the energy consumption of the system. Hindman et al. [HKZ*11]
tried to get existing data management systems aware of the energy consumption which is
in return just another aspect of optimizing for the performance. This was done by combi-
ning existing heuristics like indices and query planner statistics with energy consumption
metrics. Another approach was to take energy efficiency into consideration when the data
management software is in its planning and implementation stage (so called software per-
formance engineering as described in [WFP07] and [DMO02]). A prominent example for
software performance engineering is 1 [SOE'12], a relational data management system
developed by Google addressing the energy efficiency and performance as key require-
ments.

In addition to the given publications from the academia, even more white papers were re-
leased to the public by the developers of modern data management systems. Those white
papers present experimental performance results as well as architectural insights (for ex-
ample [Dat14a] and [Dat14b] for Cassandra).

5 Model Characteristics

As implied by Equation 1, a model has to simultaneously consider both the performance
and energy consumption aspects of a system. To achieve this, both aspects need to be ab-
stracted and generalized. In particular this means to find similarities that data management
systems, benchmarks and benchmark methodologies have in common.

First, we studied the similarities of prominent data management systems. The result was
that they only share the basic fundamental architecture ((WFXS11], [WVO01]). In principle
they offer an interface to save and relate facts or information of a specific domain with
respect to the ACID properties (atomicity, consistency, isolation and durability). They also
offer an interface to query the data in an efficient and performant manner by using heuris-
tics, for example by using different indexing mechanisms.

Second, we studied major benchmarks in order to find their similarities. To get an overview
how the major benchmarks define their performance metric, we surveyed them according
to their reported metric. A summary of metrics is presented in Table 1. It is noticeable
that the dominant metric is either throughput or response time. The latter can be expressed
as throughput if the queried data amount is known. Next, we reconsidered all approaches
given in the previous sections as well as the similarities mentioned above to find a model
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that fully supports all aspects. We came to the conclusion that a basic data flow model is
the most promising solution.

Benchmark Category and metric
OLTP processing workload of a brokerage firm

TPC-E .
Transactions per second
OLTP processing workload for heavy transactions
TPC-C . .
Transactions per minute
OLAP decision support workload for large sets of data
TPC-H .
Query response time
TPC-DS Like TPC-H but Wlth more I/0O and CPU load
Query response time
TPC-VMS Addltloqal methodology for virtualized TPC-(E,C,H,DS)
Summarized throughput
BigData benchmark OLAP benchmark for MPP architectures [AMP14]

Query response time

Compound OLTP and OLAP benchmark for various architectures
BigDataBench [WZL*14]

Throughput

OLAP benchmark for Hadoop/Hive [HHD ' 10]

HiBench Throughput and response time
. TPC-DS inspired benchmark [GRH™" 13]

BigBench Throughput (queries per hour)

LinkBench Social graph datgbase benchmark [APBC13]
Query response times

YCSB Framework to benchmark cloud services, e.g. DBMS’ [CSTT10]
Operations per second

XMark Benchmark for XML operations in a data management system
[SWK™T02] Query response time

. Compound benchmark for datacenter operations [FAK*12]

Cloudsuite .
(undecided)

TPCx-HS Benchmark to stress Hadoop configurations

Response time and throughput

Tab. 1: Surveyed data management system benchmarks with their metrics

The main reason for a general model is the fact that the data flow is fundamental and
valid for all types of software that process data in a structured manner such as data mana-
gement systems which share the same architecture. Furthermore, a model that is specifi-
cally designed to reflect the common data flow within a data management system has also
the advantage that performance can be simulated and predicted. Bontempi and Kruijtzer
[BKO2], Kounev et al. [KGS08] and Nambiar and Poess [NP10] showed that it is possible
to simulate and precisely predict the performance of a system.

Additionally the amount or structure of the input data for the data flow model does not
matter. This is most useful with regard to benchmarks. Since all the surveyed benchmarks
generate a predefined amount of domain specific data, this data can be used as input for
the model. The advantage of this approach is that the simulation results can be directly
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compared to experimental results. The surveyed benchmarks have also in common that
they focus on the evaluation of either the response time or the throughput. With respect to
the data flow model both metrics can be measured and reported.

Another reason for forming a model based on the data flow is the possibility to use addi-
tional metrics. According to Dietrich et al. [DBCRW92], a data flow model that includes
all components required for processing data could also consider all hardware components.
When it comes to the simulation of the data flow, an additional metric like the mean power
consumption per simulated hardware component allows to calculate the overall power con-
sumption.

In a nutshell, a data flow model whose components reflect the common architecture of
data management systems as well as all the incorporated processing hardware is able to
simulate the data flow that was previously created by a benchmark. In conjunction with
an additional metric like the mean power consumption per component, the simulation of
the overall power consumption is possible. Both the performance simulation results and
the overall power consumption allow the calculation of the energy efficiency defined in
Equation 1.

The key benefit of this model is the significant reduction in time and hardware investments.
As outlined in Section 2 the common way to evaluate both the performance and energy
consumption aspects is to execute a benchmark for comparability purposes. This needs
to be done on different hardware configurations for a holistic evaluation of the energy
efficiency. Simulating those aspects on the basis of the model would be faster without the
need to invest into the desired hardware configuration.

From the practitioner’s perspective, both developers and end users of data management
systems would benefit from the proposed model. A variety of use cases are possible. They
have all in common that only three basic simulation parameters are required: the data
management system, the hardware configuration and the amount or domain of the data to
be processed. Fixing two of this three parameters while varying the remaining one allows
to simulate the effects on the performance and energy consumption.

For example, it enables developers to simulate the effects of possible implementation
changes in the architecture of a data management system such as the replacement of the
data storage layout or indices. This replacement can be made in the model instead of the
software implementation. A simulation with a given amount of data and hardware con-
figuration demonstrates the effects on the performance without having the architectural
change actually implemented and evaluated by performing a benchmark. Moreover, the
usual process of doing regression tests can be omitted.

In contrast to developers, end users of existing data management systems like datacenter
operators are more interested in resource planning or scale-out scenarios. Given an existing
data management system and hardware configuration, the effects on the performance and
energy consumption can be simulated while changing the amount of data to be processed.
The results can be used for further simulations, for example to find a hardware config-
uration that is more performant and energy-saving at the same time. Similarly, the most
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energy efficient data management system can be identified by simulation if the hardware
configuration and the data size are known in advance.

6 Model Implementation and First Results

In [NI15], the data flow of a data management system was implemented by using Queued
Petri Nets (QPN'). This model is intended to reflect the data flow of a data management
system among all components that could have an impact on the performance. This includes
the surrounding operating system, technical components (main memory, mass storage and
CPU) and the common components of a data management system (access control, query
plan generation and optimization, query plan isolation and query plan execution).

The basic model was evaluated and proven by simulating two prominent database bench-
marks (TPC-H and StarSchema Benchmark). The simulation runs reported the simulated
query response time and statistical values for all components of the model, for example
the throughput of transitioned marks per simulated second. The throughput is important
when it comes to the calculation of the simulated energy consumption. The simulated
query execution times, energy consumption and efficiency values were compared with the
experimental ones that were presented in [NKZG13]. On average the experimental and
simulated values for the TPC-H benchmark differ by 36.55 percent for the query execu-
tion times and by 21.91 percent for the energy efficiency, respectively. For the StarSchema
Benchmark, the experimental and simulated values differ by 19.77 percent for the query
execution times and by 20.77 percent for the energy efficiency, respectively.

However, the usage of the basic model is limited because simulation runs aim to reflect the
data flow of a data management system running on a single server machine. As a result, it
only allows to simulate and to study the effects of vertical scale-out scenarios.

To simulate the data flow of a data management system that is distributed over several
machines, it was necessary to introduce a new QPN model that enables the existing models
to exchange data in the form of marks. In other words, network functionality was added to
the basic models in [Niel5]. Simulation runs using the enhanced models in combination
with the new introduced model allow additionally to observe the effects of horizontal scale-
out scenarios. The enhanced models are able to simulate any computer networks. This
means that the topology, the data transmission bandwidth and performance can be taken
into consideration.

To prove the enhanced models, experiments on a bladecenter with seven uniform blades
were performed. The experiments used the Yahoo Cloud Serving Benchmark (YCSB,
[CST™10]) on the the distributed data management system Cassandra. The enhanced mod-
els were set up and adjusted to reflect both the used real test apparatus and the benchmark.
A comparison between the real and simulated experimental results showed a difference of
20.07 percent on average for the used YCSB workloads and 47.25 percent on average for

' A QPN combines Colored Petri Nets (CPNs), Generalized Stochastic Petri Nets (GSPNs) and queuing princi-
ples as well as scheduling strategies to the places. The formal definition for a QPN is fairly extensive and can
be found in [KBO03].
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the energy efficiency, respectively. Note that to the best of our knowledge there is no other
QPN model that is able to simulate the performance and energy consumption for the tested
benchmarks. Therefore a comparison of the accuracy is infeasible.

In contrast to the experiments using the basic model mentioned before, the YCSB bench-
mark in combination with Cassandra turned out to be less complex including fewer transi-
tion rule and mark sets. This enabled the simulation of the workloads to finish in 3 minutes
and 46 seconds on average to get a simulated response time of one YCSB workload. Com-
pared to the experimental workload response times, this is nearly 8000 times faster.

The simulation model allowed to perform additional runs for Cassandra clusters having
more than seven nodes. As a result, the simulation results for a given use case (fixed data
size of 300 GByte to be stored in the Cassandra cluster) revealed that the optimal number
of nodes is 10. This means that the performance and energy consumption gains fell under
10 percent with every subsequently added Cassandra node.

Further simulation runs showed a turning point for a Cassandra cluster having 25 nodes.
At this point the simulated communication between the cluster nodes had an impact on
the performance. As a result, the performance decreased by nearly 2.1 percent with every
subsequently added Cassandra node. Note that these additional simulation results can not
be validated with real experiments since the used test apparatus had only seven nodes.

7 Conclusion

In our opinion there is enough academic research and experimental results to form a model
that is capable of simulating and predicting both the performance and the energy consump-
tion of a data management system. This allows to calculate the energy efficiency in order
to optimize it.

Based on our survey, multiple reasons motivating why such a model is feasible were out-
lined. Next we introduced the fundamental components and characteristics of the model,
together with its key benefits and advantages. In [NI15] and [NielS], we presented an
approach to simulate the data flow of three prominent benchmarks (TPC-H, StarSchema
and Yahoo Cloud Serving Benchmark) for two popular data management systems (Post-
greSQL and Cassandra). The data flow was modelled using Queued Petri Nets. The ex-
ecuted simulation runs allowed to predict the response time of the benchmark workloads
and to calculate the overall energy consumption for the simulated hardware components.

The simulation results were compared with experimental ones and showed a difference of
25.46 percent on average for the query or workload response times and 29.97 percent on
average for the energy efficiency, respectively. The simulation runs were up to 8.000 times
faster when compared to the real benchmark executions on the test servers. In [Niel5],
additional simulation runs with changed hardware configuration revealed the turning point
between the performance and energy consumption for a Cassandra cluster. In this way the
most energy efficient hardware configuration for a given use case was found.
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