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Abstract: Biometric identification and verification technologies, in the past, have pro-
mised high performance levels. Such performance statements lead to the assumption,
that these biometric systems are highly secure. Field data tests have shown substan-
tial discrepancy compared to specified error rates. In order to reflect target scenario
deployments when gathering test data, we suggest to acquire test data from actual de-
ployments, which implies a test population reflecting that of the target group. Four
impostor levels are defined. For statistical analysis we suggest Sequential Testing ac-
cording to Wald, in order to minimize population size and still show the statistical
significance of low empirical error rates.

1 Introduction and Related Work

Performance Reports of biometric deployments share one predominant reason as to why
biometric systems have not achieved the market penetration and acceptance as predicted
by major research institutions: Unacceptable error rates [DPA03]. Currently, there is no
standardization in methods for evaluation of biometric system performance. Each vendor
develops unique test procedures and uses data sets of varying size, quality and origin to
establish performance metrics. Test procedures must cover issues relevant to deployments,
clearly provide a basis for objective comparison of biometric system performance based
on compliant reports and disclosures. Part of evaluation must be an accepted, feasible
statistical analysis to provide statistical significant results. This will allow customers and
integrators to accurately assess system cost versus performance based on their particular
needs [ISO03].

2 Testing

In order to measure the performance level of a given system and its changes due to design
changes or environment changes, we suggest to design a test suite, which allows to execu-
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te reproducible and comprehensible technical tests regarding authentication performance.
As the False Acceptance Rate (FAR) is the only rate primarily effecting security, the False
Rejection Rate (FRR) should also be measured to indicate the comfort level of the product
and as an indicator of how a user could be motivated to bypass the system due to low
comfort level. It must be noted, that the FAR is not the only factor to be considered when
evaluating security of a biometric system. [BEM02] gives guidance on which factors to
consider when executing a Common Criteria (CC) evaluation for biometric systems and
clearly demonstrates, that the FAR is not the only security risk: capture, extraction, tem-
plate storage, administrator and resource manager threats, just to mention a few security
issues of general authentication systems. As described in [MW+02], many indicators may
be tested. Most efficiently though are:

1. FAR: Claims of identity are incorrectly confirmed.

2. FRR: Truthful claims of identity that are incorrectly denied.

3. Failure to Enrol Rate (FER): Expected portion of the population for whom the sys-
tem is unable to generate repeatable templates.

4. Failure to Acquire Template Rate (FATR).

Testing Requirements. In order to avoid suffering the wide spread difference between
laboratory results and field test results, we recommend to acquire test data from actual
deployments. Hence, we do not follow [BEM02] in as far as tests should be carried out
in controlled environments that match the environment defined in the security area. The
test user population is required to be large enough to be representative [MW+02] and
statistically significant.

Test Design. Data acquisition strategy must follow a pattern matching the normal use
of the product. This refers to input devices, transmission devices, background noise, dia-
logue deployed, and the psychological authentication scenario effect: It is observed from
a face recognition deployment at a nuclear power plant, that enrolments not executed at
the actual point of authentication cause a FRR of � 90%. To ensure reproducibility and
comprehensibility, data sets must be acquired via a Data Acquisition Module (DAM), then
processed via the Data Processing Module (DPM). DAMmust ensure quality of templates
acquired. DPM will encompass the verification process as well as the decision process as
to accept or deny identities’ claim. The number of test data sets required must be estima-
ted using formulas described later in this paper. The test data acquisition and processing
strategy consequently must follow the procedure deployed in the product, and must use
the products components. As impostor testing must be a focus of biometric testing due to
biometrics connotation to security, we defined four impostor levels:

� Impostor Level 1 equals the zero effort attack.

� Impostor Level 2 equals the informed impostor attack: Impostor has knowledge of
correct answers to system prompts.
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� Impostor Level 3 equals the trained impostor attack. Impostor has been trained on
true identities pronunciation. This may be achieved by playing true identities sound
files to impostor.

� Impostor Level 4 corresponds to replay attacks. Impostor attempts must be ma-
de under same conditions as genuine attempts. The use of so-called background
databases of biometric features acquired from different (possibly unknown) envi-
ronments and population cannot be considered best practice [MW+02].

3 Calibration and Comparative Testing for Future Product Releases

For future calibration and testing purposes with different test scenarios or environments
(test population etc.), we suggest to include the acquired test data into the product. This
will only be of substantial value, if data acquisition etc. are properly documented, so
future sample population and data sets can be acquired in comparable manner. Collected
biometric data is referred to as corpus, information about them is referred to as database.
Volunteer consent form must be signed by sample population.

Security of Test Data Integrity. Security is measured by the FAR. Mapping of every
utterance must be secured by a authentication procedure. This may be achieved by issuing
a PIN for every test user. Analysis of, e. g., CLIP (calling line identification presentation),
or the telephone number of the calling party is not sufficient as it authenticates the calling
device but not the identity. In order to avoid data collection errors, mechanisms ensu-
ring the quality of data sets as well as proper labelling must be implemented. In speech
verification, speech recognition in combination with a. m. PIN procedures can prevent
volunteers from using wrong PINs or typing in wrong PINs.

Demographic Analysis. Along with the acquisition of biometric data sets, demographic
information of the identities should be collected for future variance analysis (i. e.: Name,
gender, age, education, geographic location of place of birth, experience with biometric
systems, telephone number, quality of service, quality of device). This enables demo-
graphic and variance ( � � ) analysis of the test population and its impact on performance,
which in turn allows performance estimation of future target test population: No matter
what the size of the test population, and no matter how good the match with the standard
distribution population is, a prospect customer will always argue that his population is
different and not representative of his target population. Hence we suggest, to carefully
analyze the given test population and its impact on system performance, which in turn
allows performance estimates for specific populations.

4 Statistical Evaluation

Undoubtedly, due to unknown correlations and anticipated error rates it is advisable to ma-
ximize the test population for statistical significant results [BEM02]. On the other hand,
one must not ignore the law of diminishing returns: A point will be reached where er-
rors due to bias in environment used, or in volunteer selection, will exceed those due to
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size of the crew and number of tests [MW+02]. For correct interpretation of measures,
the following information is required: Details of the test scenario, details of the opera-
tional application, demographics of the volunteer crew, details of the test environment,
time separation between enrolments and test transactions, quality and decision thresholds
used during data collection, details of which factors potentially affecting performance we-
re controlled, and how these were controlled, details of test procedure and policies for
determining enrolment failures etc.. At the same time demands for field tests in actual
deployments, in order to avoid the laboratory testing problem in biometrics [MW+02],
must be considered. The number of factors required for correct interpretation of measures
and the problems with a large test population indicate, that significance is a function of
test size and quality of information regarding the sample acquisition. Hence, in the best
case the aim must be to find a method, that is proven in other areas faced with a similar
problematic, and allows to minimize sample size in order to prove very small error rates.

The estimation of automated biometric-based verification systems can be formulated as a
parameter estimation problem based on the outcomes of repeated Bernoulli experiments.
A Bernoulli experiment is a random experiment that has only two classes of outcome:
Success or failure [SSK03]. For a biometric system, success means a correct acceptance
or denial of a user. Given the independence of the test trials, results will show binominal
distribution. Empirical error rates, also called point estimation, need to be substantiated by
investigating their significance, which depends on the test sample size and the estimated
error rate.

Stochastic Independence of Attempts. If A and B are independent events, A can occur
on a given trial regardless of B occurring, and vice versa. In other words, it is possible for
A to occur without B occurring, A and B to occur, or B to occur alone [MA03]. The ass-
umption of independent identically distributed attempts may be achieved, if each genuine
attempt uses a different volunteer, and if no two impostor attempts involve the same vol-
unteer. With � volunteers, we would have n genuine attempts and �

� �
impostor attempts

[MW+02]. The problem with this approach is, that due to the variance in speech a single
independent attempt of � users will not provide information about, e. g., the FRR for a
user in � attempts. The logical consequence from this is, that restricting data to a single
attempt per volunteer does not contribute to the aim of determining error rates significant
to actual deployments.

Six methods for investigating the confidence level of the point estimates are considered:

1. Rule of 3,

2. Rule of 30,

3. Confidence Interval,

4. Statistical Hypotheses Testing,

5. Sequential Testing according to Wald,

6. Test procedure proposed in BEM.
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Rule of 3. Applying the rule of 3 with � � � � � for a 95% confidence level [JL97], a
test of 85 independent trials returning no errors results in an error rate of 4% or less with
95% confidence. At 90% confidence, the error rate calculates to 2% or less.

Rule of 30. Applying the Rule of 30 as suggested by Doddington [Dg+00], 30 errors
must be observed to be 90% confident, that the true error rate lies within � 30% of the
observed error rate. To be 90% confident, that the true error rate is within � 10% of the
observed error rate, at least 260 errors are required. To prove a 1% FRR and 0.1% FAR,
3000 genuine attempt trials and 30.000 impostor attempts are demanded. Considering
independence, 3.000 enrolees and 30.000 impostors are required.

Confidence Interval. To be applicable, the test data size must be sufficiently large ac-
cording to [Hj87]: � � � � � � 	 � 
 � � . with � = number of trials, � = estimated error
probability. The value for 
 � � � �

�
can be taken from tables [Hj87]. The confidence in-

terval will be calculated using the following formula for lower limit � � and upper limit
�
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Example: Using test data of 85 independent trials with FAR=0, then p=0. Selecting a
error probability of 0.005 which results in confidence interval (0;0.057). So the real error
probability lies between 0% and 5.7% with a confidence of 99.5%. Now we can check
the condition of the above equations for the boundaries of the confidence interval. This
condition is not satisfied, so this method cannot be applied [GT02].

Statistical Hypothesis Testing. A given hypothesis (zero hypothesis) is proven on the
basis of test data. The result will be confirmation or disavowal of that thesis. This method
can only be applied, if a perception of the error rate exists. So the result of this method will
be to reach a yes/no conclusion regarding the value of that error rate. Let us assume we are
trying to prove, that the FAR (p) is smaller � � . Zero hypothesis (h0): � � � � . Alternative
hypothesis (h1): � � � � . The test statistic is calculated using
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With m=number of errors and n=number of trials. In order to calculate the required data
test size before beginning data acquisition, the following formula may be used:
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Example: The hypothesis is to be proven that the FAR � 1%. So the zero hypothesis will be
h(0) � p(0), with p(0)=0,01. The supplier selects a error probability � =0.05, error of first
kind, that the outcome of the test will be negative. The customer selects an error probability�
=0.05, that the outcome of the test will be positive. The customer selects p(1)=0.04.
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Thus, the alternative hypothesis will be: h(1): FAR � p(1) with p(1)=0.04. Using the before
mentioned formulas, the minimal amount of test data sets can be calculated: 263. As the
available number is 85, this method cannot be applied [GT02].

Sequential Testing According to Wald. This method of testing was developed prior to
1945 and found wide acceptance in fields where two requirements were demanded: very
small sample size and very small error rates had to be proven with statistical significance.
Hence, the Wald scheme found wide acceptance in material testing, where the object to be
tested will be destroyed by that test. Thus, sequential testing was developed. By verifying
the test hypothesis after each experiment, the required sample size can be substantially re-
duced. This is explained by the graph in Figure 1. After each trial, test data will be plotted
into that graph: number of errors on y-axis, number of trials on x-axis. The coordinate
of the last result defines the next step: Is it above the top line, the hypothesis must be
dismissed, is it below the lower line, the hypothesis is accepted. Is it located between the
lines, the test must be carried on.

Figure 1: Sequential Testing according to Wald.

The procedure is to be carried out in three steps: 1. Define test hypothesis and error
tolerances. H0: FAR � � � with � � =0.01 against H1: FAR � � � with � � =0.01. 2. As before,
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With above values we get a=2.74 and c=0.025. The third step comprises the actual testing.
With 85 trials with no false acceptance, the data points will move along the x-axis. Con-
sequently, the hypothesis can be accepted, once the lower line intercepts with the x-axis.
With the values c and a, �

�
� � � � � 	 � � � � 
 � . Selecting �

�
=0, x calculates to 109.6. So

if up to trial number 109 no false acceptance occurs, the test hypothesis can be accepted
[GT02]

BEM Test Procedure. This procedure may be explained using Figure 2 [BEM02]. The
data point will be plotted into the graph as a function of error rate observed and error
rate claimed in n independent comparisons. Depending on the coordinates, the test is
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concluded if either the claim is supported or rejected. The test must be continued, if the
claim is not supported.

Figure 2: Sequential Testing according to BEM.

Example: A claimed FAR of 1% and sample size of 85 with no errors observed, x=0 and
� � � � � � �

� �
� � � � �

. Plotting that data point into above graph leads to claim not suppor-
ted. Following this procedure, 300 trials with no errors observed lead to support the claim
of an FAR of 1%. Alternatively, BEM suggests a cross-comparison approach, which does
not ensure statistical independence, following the Gaussian Elimination. With P people,
cross-comparison of attempts/templates for each unordered pair, may exhibit a low degree
of correlation. The correlation within these P(P-1)/2 false match attempts will reduce the
confidence level for supporting an FMR claim comparedwith the same number of comple-
tely independent attempts. BEM suggests to support a claimed FAR of 1 in 10000 with a
crew of 250 individuals. N=P(P-1)/2 with P=250 results to N=31.125 attempts. It must be
noted, that [BEM02] does not provide any references regarding mathematical or statistical
sources, nor is the procedure presented in detail and therefore not comprehensible [GT02].

Assessment of Statistical Evaluations. Sequential Testing according to Wald requires
the lowest sample size required for proving statistical significance at a given error rate.
The scheme demands a change in test design, as the test hypothesis has to be verified after
each experiment. Adopting the Wald scheme, the pressing question on how to deal with
biometrics can be secluded with several advantages: 1. The approach is widely tested and
accepted. 2. For very low error rates it is the only feasible approach available. 3. It ensures
avoiding the trap of diminishing returns.

5 VOICE.TRUST Server Testing

The VOICE.TRUST Server is a multi-level-speech-authentication-system. A test suite
was designed following the requirements layed out in chapter 2: Using the product’s com-
ponents, DAM and DPM were implemented. Data acquisition strategy followed Impostor
Level 2: Informed impostor attack. Impostor Level 4 (replay attack) was not tested in 2003
and is now being tested after implementation of a challange response procedure, using the
product’s same verification components. Security of test data integrity was ensured by
semantically checking the test callers name and user ID as well as the required PIN before
allowing data collection.
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Volunteers were acquired and managed by a seperate, independant organization. 126 vol-
unteers participated, mentioning four times their user ID, first name and last name and pass
phrase for initial enrolment. For false rejection testing volunteers mentioned six times the
previously listed utterances. For imposter testing, volunteers were asked to imposter the
previously listed utterances for two different individuals. Due to not all volunteers com-
pleting their sessions, complete data sets of 64 volunteers were extracted for error rate
determination.

Demographic data was collected and analyzed: First name, last name, gender, age, educati-
on, geographic location of place of birth, telephone number, quality of telephone connecti-
on, make of telephony device used, e-mail address. Calls were made from office and home
office environments, using digital and analogue fixed telephone lines as well as cellular
phones, thus fulfilling the requirement for actual deployments.
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Figure 3: Test participants by age. Figure 4: Test participants by education.
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Figure 5: Test participants by gender. Figure 6: Test participants by origin.
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Figure 7: Test participants by line quality.

The identity is asked several times for utterances. As the content of these utterances differs
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vastly, minimal correlation could be observed. Future research by the authors will prove
this more in detail. Below, the FAR and FRR as a function of decision threshold for each
level are shown.

For statistical evaluation of this test please see section 4: Examples used stem from this
test.

Total authentication quality can be derived from the following graph, which shows FAR
and FRR as a function of authentication session, comprising 3 verification trials each.
Please note, that in spite of acceptance and rejection errors at each verification level, the
overall authentication performance shows several settings, at which no FA nor FR were
observed for all volunteers.
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6 Conclusion

In face of cumulating news about poor performance results of biometric systems, the most
urgent question next to performance improvement is how this performance can be tested
in a relevant and feasible kind, and how the test results can be evaluated relevantly. We
suggest data acquisition from actual deployments and sequential testing to minimize sam-
ple size. The fear of reducing the chance of selling their product, vendors do not clearly
supply customers with decision matrixes to define their demands regarding a biometric
product beyond the basics. This leads to performance tests with products not designed for
the tested scenario. For example, most products do not provide for a live test or only with
additional sensors etc. On the other hand, many applications do not require a live test, as a
supervisor is present. If, e. g., a finger print system is tested with a silicon finger, of course
it will fail causing bad press for that product and the entire technology. Performance requi-
rements must be defined, then the appropriate product selected, embedded and calibrated
for the desired application. Vendors must supply customers with the appropriate decision
matrixes or consulting services. In any case the customers attention must be directed to
this fact. Design of a test suite including features for calibration and comparative testing
for future product releases are introduced and test results are presented.
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