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Abstract:

The importance of context-awareness is constantly increasing. Users want systems
to react dynamically to their current context (e.g. their location). For emerging home
service platforms, this represents a key element, as it allows systems to increase the
users’ comfort tremendously by acting on sensed and deducted situations. As such
systems feature a lot of dynamic interaction between services, it has to be ensured
that service selections and bindings simply work. This paper proposes an approach for
QoS-based testing and selection of semantic services, which employs a service tester
that uses genetic algorithms to check and monitor QoS properties. These properties
are used to complete the semantic descriptions of services running on the platform,
which are managed by a semantic service registry.

1 Introduction

The increasing amount of IT hardware and software (e.g. “apps”) in personal living spaces
allows users to experience more and more services both online via the Internet and off-
line in their homes: personal computers, smartphones, tablets, home theater devices and
smart homes are becoming more and more intertwined with each other and online services
(Internet and/or cloud services) forming an Ambient Assisted Living (AAL) home service
platform. The term Ambient Assisted Living (AAL) was coined by the European Commis-
sion’s Information Society in 2004, as AAL research activities were prepared in a special
support action project that was part of the 6" European Framework Programme [Gmb04].
AAL-related technologies introduce a complexity that users can or do not want to admin-
istrate themselves anymore. The increase of networked electronics and software can be
compared to the increase of assistive and media technologies in cars during the last two
decades. Unlike in cars, however, personal electronic devices and applications are much
more open to (deliberate) modifications and data exchange, which makes securing their
handling even more difficult. Finding and selecting the right service when using this home
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service platform can become a time-consuming and even dangerous process (from an IT
security perspective), if there are multiple service providers and a malicious or malfunc-
tioning service is selected. In addition, usually multiple applications are active in parallel
requiring binding decisions almost constantly.

Static binding between client consumer and provider, which usually takes place once at
the application’s compile/link time, is not a feasible approach here. Even dynamic bind-
ing with its implementation-dependent, tight coupling between consumer and provider is
not sufficient. As smart homes consist of heterogeneous, distributed systems with varying
computation capabilities, they represent an ideal environment for service-oriented comput-
ing with its loose coupling thus supporting the required runtime dynamics, which explains
the advent and propagation of home service platforms in general. However, the service
interface descriptions and, even more importantly, any existing service properties offered
by service providers (typically name-value pairs) are still statically defined, as they do not
reflect the runtime state of the provided implementations. This results in syntactic service
look-ups, in which the binding only depends on the service interface and its statically de-
fined properties. To support the definition of extended and dynamic service descriptions
that are integrated with a common context model — an ontology — for the platform, the abil-
ity to define and process semantics is needed. The approach presented here allows clients
to define semantic queries for services, which can be processed by the service platform.
As these queries can use the semantics of both services and platform, it is possible to build
adaptive, context-aware applications, in which clients can react to changing service and
context properties, as service properties reflect the runtime state of the platform and its
components.

With respect to the functional properties a service defines (e.g. regarding its input and out-
put parameters), clients (i.e., users or applications) might require non-functional service
capabilities such as Quality of Service (QoS) properties. In this case, the clients’ needs can
be formulated explicitly or as part of their preferences. Service properties, on the other
hand, are typically either defined statically or dynamically gathered at runtime (e.g. by
application instrumentation). The first approach is both hard to achieve and insufficient as
it doesn’t reflect the user experience: a service might be fast if accessed in one geographic
region but slow in another. The second approach, however, might also be inapplicable
as ongoing runtime instrumentation might lower the service’s performance too much im-
pairing end user experience. This paper proposes a third approach: The integration of
semantic service descriptions with service testing and probing capabilities. Here, service
implementations register a test interface, which is used to determine runtime QoS proper-
ties, before the service is used for the first time. The resulting QoS properties become part
of the service’s description and can be used either for service look-up or selection of the
fittest service if multiple services fulfill the client’s requirements. The subsequent service
probing adapts automatically to the currently offered services as well as to the usage of
these services. We also consider to keep the testing effort within reasonable bounds.

This paper is structured as follows: Section 2 presents required background information
and is followed by Section 3, which presents related approaches. The subsequent Sec-
tion 4 introduces the approach for QoS-based testing and selection of semantic services.
Section 5 discusses the current state of and the next steps for the work presented here.
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2 Background
2.1 The Web Ontology Language

The W3C specification for the Web Ontology Language (OWL) [Gro09] defines a family
of languages to support the Semantic Web vision. While RDF already allows addressing
resources and their properties via URIs thus creating a formal, triple-based representa-
tion of information, OWL adds machine-processable semantics enabling automated in-
terpretation of this information by computers. Furthermore, OWL supports an inference
mechanism — so-called reasoning — that allows the automated derivation of new informa-
tion from existing descriptions of things and their relationships. To support reasoning and
limit its complexity, which leads to increasing processing times, the OWL specification
defines three OWL sublanguages with different levels of expressiveness: OWL Lite, OWL
DL (includes Lite) and OWL Full (includes DL), where OWL DL was designed to pro-
vide maximum expressiveness while retaining computational completeness. Apart from
these sublanguages, the OWL specification also supports several exchange syntaxes for
specification and exchange purposes with varying degrees of human readability.

An OWL ontology contains statements consisting of Resource-Property-Value triples (e.g.
Father hasName "John’). A resource has a Class definition and features a number of Indi-
viduals, which represent the actual objects in a domain. Properties may feature Domains
and Ranges: Data Properties associate resources with constants, whereas Object Prop-
erties associate resources with each other. In addition, properties may possess more de-
tailed logical capabilities such as being functional, transitive, symmetric, reflexive, inverse
and/or disjoint.

2.2 Genetic Algorithms

Genetic Algorithms are used for solving optimization problems and are based on the bio-
logical evolution theory. Terms that are often used for genetic algorithms are listed in table
1. Furthermore, the table shows the biological and IT specific translation of these terms.

Term Biological Translation IT Translation

Population Set of individuals Set of solution candidates

Parents Mating subset of population Selected individuals for generating new solu-
tion candidates

Fitness Conformity of an individual Quality of candidate solution

Chromosom | Properties of a individual String

Gen Part of a Chromosom char

Allele Characteristic of a gen value of char

Locus Location of a gen Position of a char

Table 1: Genetic terms

From random variation new advantageous properties develop and will establish oneself in
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the current environment. As the environment changes, properties can become disadvan-
tageous. They may get replaced by properties that better fit to the current environment.
For generating new solutions, genetic operators are used. Before using a genetic operator,
individuals have to be selected. There exist many different types of selection methods.
Fitness proportionate selection also called roulette-wheel selection is used as basis for our
selection method, which is introduced in Section 4.4. After selecting two individuals,
the genetic crossover operator can be used. Furthermore, random variation can be ac-
complished with the mutation operator. After creating the new population, the mutation
operator can be used to choose randomly an allele and change its value. The reproduction
operator is used to take individuals unchanged into the next generation. For the testing
method, we have developed specific crossover, mutation and reproduction operators. A
detailed explanation of these newly defined operators can be found in Section 4.4.

3 Related Work

With maturing tool support and increasing processing power, semantic (context-aware)
services have gained enormous interest in recent years. Several approaches to seman-
tics definition have been developed and compared in the last decade [CDM™ 04, ZKN06].
However, OWL-S, the Semantic Markup for Web Services extension for OWL, which pro-
vides additional concepts for specifying semantic processes and services, remains the one
most widely used today, although it focuses on Web services environments. Due to its
modularity, however, it allows the definition of Service Groundings for other service ar-
chitectures.

Even before semantic services were examined in particular, several context modeling ap-
proaches for home service platforms emerged. Gu, Pung, Zhang [GPZ04] propose using
layered ontologies for context models in the home domain. It covers widely-acknowledged
concepts that also appear in more recent publications (e.g. activities, locations, persons,
devices including a custom service concept). However, the interaction of formal service
definitions with runtime systems (actual groundings) and how user preferences influence
the platform’s behavior are not discussed. Daz Redondo et al. [RVC*08] propose the
combination of OWL-S with an OSGi grounding called OWL-0S, although neither QoS
properties nor semantic queries for service selection are supported (only key-value pairs).
However, the authors use OWL-S service categories as a means to group services into
aspects (e.g. Lighting), which can be used by clients during service look-up. Romero et
al. [RHTT11] propose a platform based on the Service Component Architecture (SCA),
which provides similar service and component abstractions as OSGi. The paper focuses on
device integration over heterogeneous communication protocols into an event processing
architecture, which is able to process data from a wide collection of devices (including sen-
sor networks). However, a semantic abstractions for implementation details and support
for the deployment of additional (3rd party) services are not presented.

Apart from home service platforms, a broad collection of service discovery and binding
approaches have been developed in the past. The most widely used specifications for this
today, especially in living environments, is Universal Plug and Play (UPnP) [UPnl1].
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Apart from its convincing technical capabilities, it lacks OWL’s modeling capabilities as
well as support for rules, queries and reasoning. Thus, it rather can be seen as a potential
grounding for OWL-S services.

4 Approach

The work presented here proposes enhancements to home service platforms, which allow
extending, testing and integrating the collection of applications and services dynamically
based on semantic descriptions of service properties.

4.1 A Platform for Semantic Services

The approach presented here proposes adding semantic interfaces and continuous test-
ing to applications and services that integrate with common OWL ontologies provided by
a Semantic Service Registry. This registry allows extending an existing service registry
for non-semantic services by adding the capability to manage ontologies and supporting
semantic service queries. This extension supports the installation of non-semantic and se-
mantic services in parallel. An overview of the surrounding platform is given in [Sch10].
In addition, the Service Tester component uses the descriptions of registered services to
gather runtime QoS properties once after service registration. After that, the Service Tester
is able to probe services on demand. The Knowledge Module stores the context and ap-
plication ontologies including related rules, which are accessed by the other components.
With changing system context, the contained ontologies are updated by incoming events
resulting in constantly changing facts and, thus, also changing service properties. This
dynamic can be used by clients in service look-ups, as bound services can differ between
two subsequent look-ups due to interim model changes (e.g. state, location or performance
change). The interaction between the involved components is displayed in Figure 1.

Service Registry o Ontologies

query register Context (OWL)
[P ; Services (OWL-S)
Client [«~aracr | Services Rules
QoS (OWL)

test

Rules & Queries

Service Tester

ey

Figure 1: Service Registration and Testing

The context model has been constructed around the core concepts Person, Computational
Entitiy, Location and Activity and is based on the context model from Gu et al. [GPZ04]
introduced in Section 3, which has been extended with more detailed concepts for compu-
tational entities, services, activities and user preferences (among others) for this approach,



although the latter two are not covered here. Figure 2 presents a condensed version of
the context model, in which the colored shapes represent some of the additions to the
original model. The service-related ontologies contain service descriptions from service
groundings (implementations) to formal service models and are defined using OWL-S. The
Service Registry is responsible for registering and looking up services in the knowledge
module and the platform’s registry mechanism.

involves

Preference

provides

located-at has-preference

Figure 2: Context Model (condensed)

4.2 Service Registration

If a service implementation is installed by a service provider, it registers its implementa-
tion details — the service grounding — with the service registry assuming that the ontology
describing the implementation integrates with the context and service ontologies. Sub-
sequently, this integration allows the registry to find the service implementation, if the

associated service is looked-up.
register( Contains
Ontology?

Import Ontology
Import Service
Grounding Model
Create Grounding
Individual(s)
Import Test
Description

Figure 3: Service Registration Process

Service Impl.
installed

Apart from functional service properties (interfaces and parameters), services register ad-
ditional context-related or QoS-related properties that can be specified as requirements by
clients during service look-up. If these properties are dynamic, they are updated by the
registry at runtime (e.g. by testing as described in Section 4.4). The registry is also re-
sponsible for removing service groundings, if service implementations are uninstalled or
unavailable (e.g. caused by service failures). It is also possible for clients or services to
register and update context or service ontologies without providing an implementation for
them, as ontologies and implementations are decoupled.
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4.3 Service Selection

If clients require a service, they can query the service registry for implementations of that
service. This can be done using the platform’s own service selection approach (if one
exists), or by executing SPARQL queries [PEOS] on the semantic service registry. The
latter approach is required, if semantic properties are used for the service look-up. For
the definition of look-ups, clients can use both functional and non-functional properties
resulting in comprehensive queries. This can lead to situations, in which no service is
able to meet these requirements. However, typically clients only define a limited set of
requirements and end up with a selection of functionally equal services. In this case, the
registry relies on the results of the service tests to select the fittest service. The service
selection process is shown in Figure 4.

No Service found

umber
of appl. Services

Client Binding
started found?

getSemService(query)

Return Service

Figure 4: Service Selection Process

Return fittest Service

As an example, a client might look for a service providing off-site health monitoring. Here,
services might feature more or less static properties such as the service provider’s general
trustability or service cost. Properties such as availability or response time, on the other
hand, are dynamic properties, which would be collected by the service tester.

4.4 Service Testing

Given the new situation of being able to dynamically extend the service platform by ser-
vices from different providers results in a great responsibility for testing these services.
The need of testing is rooted in the fact that services can be added, deleted or substituted.
Therefore no proven information exists how they perform on given client requests. As
services of different service provider are supposed to interact, it is necessary to be able
to rely on information given for these services (for example QoS Properties). Hence, a
testing method should fulfill the requirements of adapting to currently offered services and
client requests as well as being independent from the service provider offering a service.
Therefore, we combine the approach of using a knowledge module with the approach of
using genetic algorithms [MB10] for creating test sets.
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QoS Property Category | Valid Values
1 < 5ms
. 2 6ms — 10ms
Response Time 3 11ms—20ms
4 > 21lms

Table 2: Category Example

4.4.1 Test Case Adaption

In the following, a test set denotes a number of [ different test cases. It should be taken
care that a test set does not contain too many test cases because every test case results in
a service-request and every service-request generates load for the service provider system.
Therefore, it is necessary to find a suitable selection of test cases to compare and test
services. As suggested in [Xia06], test cases are categorized by QoS properties and quality
levels. Therefore, every QoS property is divided into different quality categories on the
test system. These categories are used to distinguish between different QoS requirements.
The test system manages m test sets for one category. A QoS property is e.g. the response
time. Table 2 shows an example for such response time categories.

If a client discovers a non-functional error,

Crossover Oper- | Modified he has to send the ID of the service caus-
ator Crossover ing this error to the test system, the cor-

Operator responding input, and the violated require-
Two offspring One offspring ments. The test system uses these errors as
Locus of a gen is | Locus of a gen is test cases and generates test sets with this
important not important information. An error counter is attached

All alleles are
handed on to the
offspring

A distinction is
made  between
dominant and
recessive allels

Table 3: Crossover Operator Modifications

to every test case. The value of the error
counter reflects the up-to-dateness of a test
case. When an error is reported, the corre-
sponding error counter will be increased.
In case of a new error, a test set will be
chosen randomly and a test case to be sub-

stituted will be selected. For the selection,
it has to be checked if the test set contains test cases having an error counter of value zero.
In this case, one of them will be chosen randomly to be substituted. Otherwise, the selec-
tion of a test case will be based on a probability reverse proportional to its error counter.
Test sets cannot be generated by errors only, but also by recombination of existing test
sets. The advantage of recombinations is that good test cases can be unified to one test set.
Hereby, is it possible to create better test sets from already existing ones. The approach
presented in this paper is based on a genetic algorithm. This algorithm shows differences
to standard genetic algorithms to reflect the considered application. Individuals are given
by test sets of a QoS property category.

Test cases form the alleles and the fitness of a test set (individual). ¢; is denoted as f(t;)
and equals the sum of the error counters belonging to test cases of ¢; . Let ec; be the
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error counter of test case ¢. Using the fitness, we can calculate the probabilities of the
individuals. The probability p; of an individual j depicts its possibility to survive, because
an individual is chosen for the reproduction operator as well as for the crossover operator

l l
with probability p; = % where f (¢;) = > ec;and F = ) f (t;)
i=1 j=1

For the crossover operator, two individuals have to be chosen. The crossover operator will
produce one offspring from these two individuals. Not all alleles will be handed to the
offspring, it will be distinguished between dominant and recessive alleles. The selection
of alleles, which will be part of the subsequent generation, is affected by the probabilities
calculated based on the error counters. The probability to include a test case (allele) in
the next generation is proportional to the value of its error counter. First of all, the sum

S of all error counters for both test sets has to be provided to calculate the probability
2 1
S = > > ec;;, where ec;; is the error counter of test case ¢ in test set j. Afterwards,
j=1li=1
[ O ecij
the probability p;; = —g*
allele, the values of S and p% change after every selection. Test cases handed on to the
next generation by the crossover operator are called dominant alleles while the others
are called recessive. Changes made to the crossover operator compared to the standard

crossover operator are listed in Table 3.

can be calculated. Because we do not put back a selected

The reproduction operator moves
an individual to the next genera-

Mutation Operator Modified  Mutation

tion without any changes. The only
modification of this operator is not
to allow an individual to be cho-
sen twice. Therefore the value of
I as well as p; change after ev-
ery selection. A major problem of
the crossover and reproduction op-
erator is their seldom appliance to
test sets having a low fitness value.
Even with this low fitness value,
these test sets might contain some
test cases with high error counter

Operator

Random selection of an
allele which is to be
mutated

The probability of se-
lecting an allele to be
mutated depends on its
error counter

New allele is chosen
randomly

New allele is chosen
from parent generation
with the help of the Fit-
ness and error counters

Mutation is not can-
celled

Mutation will be can-
celled if it causes a du-
plicate allele

values. Due to low error counter
values of the majority of test cases,
the overall sum nevertheless would be low. These high rated test cases would rarely have
a chance to be handed on to the next generation without the mutation operator. For every
mutation a test set has to be chosen from the current generation. The selection of test set
j from all available test sets is done with probability pé” = 1 — p;, where p; is defined as
described before. A test set is chosen for mutation with a probability reverse proportional
to its fitness. This allows to extract test cases with high error counter values from test sets
with a low fitness. From the chosen test set, a test case s; will be taken with the probability

pMST  This probability is proportional to the value of the corresponding error counter ec;

Table 4: Mutation Operator Modifications
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of test case s; : le ST — _eci A test case ey, from the next generation has to be chosen

> e

j=1

to be substituted by test case s;. The test set in which the substitution takes place is chosen
randomly. If the test case s; is already an element of this test set, the mutation will be
cancelled. This avoids the presence of duplicate test cases in a test set. Test case e, which

has to be substituted, will be chosen with probability piF7 = 1 — —€%__ This results
> ecj
j=1

in test cases with a low error counter having a higher probability to be substituted. The
modifications of the mutation operator are summarized in Table 4.

Genetics provide a solution for adaption of individuals to a changing environment. This
is one reason for taking genetic algorithms to address the issue of test case adaption. An-
other important issue is that genetics only takes the sum of all properties of an individual
to calculate its fitness. This means an individual having a high fitness may even have low
rated properties. The importance of handing on properties with a low rating is given by
the changing environment. The rating of a property can improve as the system context
changes. This reflects the changing ability of test cases to detect faults as the offered ser-
vices and the requests change. We are confronted with the problem of an always changing
search space and the consequence of never reaching a final optimum. The goal is to keep
a variety of test cases and also to consider their rating changes over time. This implies
giving newly registered test cases a chance to improve. Therefore, test cases with a low
error counter should also get a chance to be integrated into the used test set.

4.4.2 Initial Test Setup

Initially, no test sets exist. However, services have to be tested from the start to find
out which requirements they fulfill. Therefore, this phase will be conducted similarly to
[TPCT03]. When a service is registered to the test system, the service provider has to
deliver test cases for this service. Furthermore, the service provider has to deliver infor-
mation about the service’s QoS properties. Optionally, the service provider can specify, for
which QoS property a test case is especially applicable. If no information is given, the test
case will be seen as relevant for all QoS properties. The QoS property category of a test
case is given by the QoS properties of the corresponding service. These initial test cases
will be put into a pool belonging to the corresponding QoS property and category. There
is a dedicated pool for every type of service and QoS property category. Furthermore, the
pool can have test cases sent by a client. These test cases might not have caused any errors
yet, but the client favors them to be tested. In this case, the client has to act like a service
provider. The client has to send the type of service to be tested, the QoS property and
the QoS property category. This enables testing a service not only with its own provided
test cases, but also with other test cases provided by services of the same category or by
clients.

The m test sets are generated with randomly chosen test cases from the corresponding
pool. Test cases are removed from the pool as soon as they are used in a test set. As
an improvement to the work of [TPCT03], services are also tested with inputs, which are
currently used by clients and already have caused errors.
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The step of generating a pool and m test sets is only necessary, if a service of a not existing
functional domain is registered. Errors and inputs can be reported continuously to the
service registry. Furthermore, the adaption and testing is a continuously repeating process
of our test system.

5 Current State and Outlook

The approach presented in this paper is part of ongoing research, which focuses on enhanc-
ing the (self-)management capabilities of emerging home service platforms. Although the
context model and the semantic service extensions presented here are fundamental ele-
ments of context-aware systems, they are just the basics for the creation of these self-
management capabilities. As the introduction of semantics, just like service-orientation,
decouple concepts from implementation technologies, the semantic service registry con-
cept presented here is not limited to a specific implementation technology. For the pro-
totypical implementation, however, the OSGi service platform [OSG09] was selected in
combination with the Jena Semantic Web Framework [jen08] and the Pellet OWL 2 Rea-
soner [SPGT07] for ontology and SPARQL query processing. Here, the semantic service
registry extends the default OSGi service registry and offers an additional client API for
semantic service selection. Service registrations use either distinct or default OSGi API
methods. In the case of the latter, OSGi service registration calls are intercepted and their
associated bundles inspected for ontologies using OSGi’s Event Hook mechanism that
allows the inspection of OSGi services, whenever their runtime state changes (i.e., they
are registered or unregistered). As clients have to formulate specific queries for seman-
tic service look-ups, the semantic API offers an additional query-based method for this.
At the current stage, however, the client still has to address the OSGi service interface
of the targeted semantic service as part of the invocation, as abstract service queries in-
cluding parameters cannot be mapped to arbitrary OSGi services currently, yet. For goal-
or intention-driven semantic services, the service semantics have to be decoupled from
service interfaces as well.

Part of this research focuses on the development of a self-management module for ser-
vice platforms, which relies on dedicated management ontologies and associated rules to
manage the platform — applications, services and devices — autonomically. As monitoring
and state assessment are critical for this task, this management module relies on sensors
and tests (as described in Section 4.4) to gather runtime information required to compute
an appropriate management action to improve the managed system’s state. Here, the ap-
proach for service testing with test sets plays an important role, as the effectiveness of
management actions could be tested in this setup as well. Apart from the self-management
module, test sets are generated by occurring faults and with a genetic algorithm. This re-
sults in test sets, which adapt to the current faults and offered services. The advantages
of this testing method, therefore, lie in dynamic service environments. Future work will
implement, test, and compare this approach with other solutions. Furthermore we think
about expanding the fitness function to include other parameters besides the error counter.
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Abstract: We have proposed an adaptive content distribution network (CDN), FCAN
(Flash Crowds Alleviation Network), which changes its structure dynamically against
a flash crowd, that is a rapid increase in server load caused by a sudden access concen-
tration. FCAN in our preceding studies responds only to static content delivery. In this
paper, we extend FCAN to alleviate flash crowds in video streaming. Through some
experiments, we confirmed that FCAN for video streaming is effective to alleviate
flash crowds.

1 Introduction

When a Web site catches the attention of a large number of people, it gets an unexpected
and overwhelming surge in traffic, usually causing network saturation and server malfunc-
tion, and consequently making the site temporarily unreachable. This is the “flash crowd”
phenomenon on the Internet. An example of a flash crowd is Figure 1, which shows the
traffic volume of Web site during the solar eclipse based on a real access log provided
from “LIVE! ECLIPSE 2006 [LEO6]. During the solar eclipse, the accesses from clients
increased several times higher than the normal condition by flash crowds.

We have proposed an adaptive content distribution network (CDN), FCAN (Flash Crowds
Alleviation Network), which changes its network structure adaptively depending on a load
fluctuation against flash crowds [Pan06, Yos08]. FCAN only focused on static content
delivery in our preceding studies, thus in this study, we extend FCAN to video streaming.

A large amount of clients receive a sequential stream from a streaming server, therefore
network traffic is concentrated on a specific site on the Internet. To assure resilience in
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Figure 1: Flash Crowds on “LIVE! ECLIPSE 2006 site

P2P video streaming, the FCAN framework is thought to be promising. There is a survey
paper on resilience in P2P video streaming [Abb11], however, there is no system which
changes its network structure dynamically according to load fluctuation.

In this paper, we describe FCAN’s extension. It uses Apple’s HTTP Live Streaming
[ADI11a] for stream segmentation and distributed delivery. This paper is organized as
follows: Section 2 provides a brief overview of HTTP Live Streaming. Section 3 presents
an overview of our previous FCAN for static content delivery. Section 4 gives FCAN’s
extending design for video streaming. Section 5 describes preliminary experiments with a
simple prototype. Section 6 contains some concluding remarks.

2 HTTP Live Streaming

Conventional standard streaming protocols such as progressive download and real-time
streaming do not allow switching of stream source servers on the client side dynamically.
Therefore, massive accesses from clients concentrates on a particular site on the Internet.
Accordingly, the server and its surrounding network choke up, and a flash crowd occurs.

In order to resolve this problem of conventional protocols, Apple has introduced a new
protocol for video streaming, HTTP Live Streaming (also known as “HLS”). It has been
proposed as a standard draft for the Internet Engineering Task Force [Panl1]. Figure 2
shows an overview of this protocol.

The server starts providing a video stream with the following procedure: (1) Encodes an
audio/video inputs; (2) Divides the encoded stream into a set of media segments (“.ts”
files), and makes an index (“.M3U8” file) which refers them; (3) Delivers them to clients
using HTTP on the Internet.

This protocol enable a client to switch the source server dynamically as opposed to the
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Figure 2: HTTP Live Streaming Overview

conventional streaming protocols. The delivery system archives load distribution easily
with additional servers.

As another key feature, HTTP Live Streaming supports “adaptive bitrate.” The server
provides alternative streams with different quality levels of bandwidths, so as to enable
a client to optimize the video quality according to the network situation, as the load on
the network and CPU, both on the server side and the client side, fluctuates on a frequent
basis.

3 FCAN

FCAN is an adaptive CDN which takes the form of C/S or CDN depending on the amount
of accesses from clients. Specifically, in the C/S mode, a server provides contents to
clients as in a traditional C/S. In the CDN mode, when the server detects a coming of a
flash crowd, volunteer cache proxies in the Internet construct a temporary P2P network
and provide the content on behalf of the server. These volunteer proxies are recruited in
advance out of providers and organizations. In case servers in such providers and organi-
zations suffer from flash crowds, they will be helped by other volunteer proxies. FCAN is
built upon this mutually-aiding policy. Figure 3 shows an overview of FCAN.

In our preceding studies, we summarized some researches to alleviate flash crowds [ Yos08].
These researches are divided into three categories: server-layer, inter-mediatelayer and
client-layer solutions, according to typical architectures of networks. FCAN is an inter-
mediate-layer solution, which employs an Internet infrastructure of cache proxies to or-
ganize a temporal P2P-based proxy cloud for load balancing. However, FCAN has some
extensions with some dynamic and adaptive features. Our FCAN studies achieved very
promising results regarding static content delivery on the real Internet [Miy11].
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4 FCAN for Streaming
4.1 Structure Transition

First, We changed the behavior of structure transition in the previous FCAN design.

The server and the cache proxies in the proxy network always monitor the amount of ac-
cesses they receive from clients and evaluate the load on the network. The system switches
to the CDN mode if all nodes’ loads are higher than a certain threshold, and switches back
to the C/S mode if lower. Each cache proxy sends its own load information to the server
periodically, and the server determines whether to perform structure transition.

We use two thresholds to prevent “thrashing” between the two mode. The threshold for
transition from the C/S mode to the CDN mode is set to higher than the one for transition
from the CDN to C/S.

In peaceful times, the conventional C/S architecture satisfies most of the client requests.
A server and cache proxies, both of which comprise FCAN, do little more than what
normal ones do. When a flash crowd comes, the server detects the increase in traffic
load. It triggers a subset of the proxies to form an overlay, through which all requests are
conducted. All subsequent client requests are routed to this overlay.

The server-side procedure is outlined as follows: (1) Selects a subset of proxies to form a
CDN-like overlay of surrogates, and builds a distribution tree; (2) Pushes the index file and
stream segments to the node of the distribution tree, so as to meet the real-time constraint
of the video streaming; (3) Prepares to collect and evaluate statistics for the object from
the involved proxies, so as to determine dynamic reorganization and release of the overlay.

The proxy-side procedure is outlined as follows: (1) Changes its mode from a proxy to a
surrogate (or, in the strict sense, a mixed mode of a forward proxy and a surrogate); (2)
Stores flash-crowd objects (except the index file) permanently, which should not expire
until the flash crowd is over; (3) Begins monitoring the statistics of request rate and load,

30



Server
Under-load Under—load

Cache
PSS N Ogg’o Oggo
Provide //‘ Over-load Provide // Over-load Provide //‘

High Quality Request High Quality Request Low Quality Request

@) High Quality High Quality High Quality
Client U U
Recruit Degradation

Figure 4: Handling of load increase in CDN mode

and reporting them to the server periodically.

In the live streaming, the index file is updated periodically, therefore the server monitors
its composition, and pushes the segments at an appropriate time. Meanwhile, when the
proxy is released by the server, it discards the index so as to keep the consistency among
the nodes.

When the member server detects the leaving of the flash crowd, the involved proxies are
dismissed one by one with the following procedure: (1) The server notifies the proxy to be
dismissed; (2) The server requests the related proxies to modify the relation of connection;
(3) The proxy changes its mode from a surrogate to a proxy.

The CDN-like overlay transits back to the normal C/S mode when all the proxies are
dismissed. They are not all dismissed at once, since the low load may be just temporary,
and the system should therefore remain in the anti-flash-crowd mode for a while.

4.2 Dynamic Resizing and Quality Restriction

The proxy network is a pure P2P network. Therefore, it is highly fault-tolerant and scal-
able. Unlike traditional P2P systems, it does not include clients into the network itself in
order to assure reliability and security.

FCAN resizes a scale of the proxy network depending on a load fluctuation adaptively in
order to avoid troubles such as server down by massive access concentration. Figure 4
shows how the system works in the CDN mode.

When the server detects a coming of flash crowds, it forms a temporary proxy network as
shown in the lefthand side of Figure 4. If the initial network cannot handle increasing an
amount of accesses, the server recruits a new member proxy one by one as shown in the
middle of Figure 4.

If the server cannot recruit temporary proxies any more, it degrades the quality of the video
stream as shown in the righthand side of Figure 4. For example, in the situation that the
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system provides video streams of two different qualities, high and low, it delivers the low
quality content as substitute for the high quality one under this quality restriction. The
network occupancy per client decreases so that the server can alleviate the load of whole
delivery network.

If the proxy network can easily handle all the incoming loads, the server may lift the
restriction of the stream quality at first. After the derestriction, it releases temporarily-
recruited proxies one by one until all proxies are dismissed. Finally, the system all turns
back to the normal condition.

4.3 Access Redirection

In our preceding studies, FCAN uses DNS-based redirection, i.e. the authoritative DNS
server redirects an access to an appropriate node depending on the network structure. We
use TENBIN [ShiO0] for the authoritative DNS server. It is a high-performance DNS
which allows server selection policies and DNS lookup entries to be changed dynamically.
DNS-based redirection works transparently to users, however, we confirmed “cache ef-
fect” problem which is caused by some DNS servers somewhere in the world which make
caches of the address resolution at their own discretion.

In this study, we make the client access redirect to an appropriate server through the medi-
ator. The mediator works on the same machine as the client software and relays requests
from the client to the servers. It handles client requests with the following procedure: (1)
Receives a list of working servers from the origin server; (2) Receives the content from a
certain server in the list, and provides it to the client; (3) When the mediator get a request
from the client next time, it receives new list from a certain server; (4) Return to (2).

Using the mediator, we eliminate the cache effect problem, and even utilize geographical
information-based redirection for example. While the mediator works non-transparently to
users, we expect that the function of the mediator can be implemented in browser cookies
in the future.

5 Preliminary Experiments

We conducted some preliminary experiments on a real network with a prototype of the
system. Figure 5 shows an overview of the experiments.

In our experiments, we use some hosts in Saitama University and Kyushu Sangyo Uni-
versity for a server, proxies, a pseudo client, and a client node. We use Apple’s stream
segmenter (mediastreamsegmenter) for the segmenter, and QuickTime Player for Quick-
Time X in the client.

The pseudo client is to trigger the FCAN’s functions against flash crowds. It submits
requests for randomly chosen segments to the server following the pattern shown in the
Figure 6. In the rest of this section, CP1, CP2 and CP3 are the proxies shown in the Figure
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Table 1: Segments for On-Demand Experiment
Quality | Resolution | Average size | Duration
High 480 x 360 960 [KB] 10 [sec]
Low 320 x 240 410 [KB] 10 [sec]

5.

We made two experiments with two delivery methods, live and on-demand. In the on-
demand streaming experiment, the server provides high and low quality contents with
adaptive bitrates. We use segments shown in Table 1, which are samples of HTTP Live
Streaming in the Apple Developer’s site [AD11b]. The client software, the client has a
master index file indicating these two quality contents, and the QuickTime Player requests
segments of an adequate quality depending on load fluctuation following the master index.
On the other hand, in the live streaming experiment, the server provides contents in a single
quality in real time.

The server computes a load value regarding the size of requested segments. In the exper-
iments, thresholds for load detection are defined beforehand based on some experiences.
Workloads on the real Internet varies, and automatic and dynamic configuration of the
thresholds is difficult. We suppose they may be configured based on the server capacity
and the network bandwidth around the server.

Table 2 shows the time-line of the live experiment. We confirmed that the structure transi-
tion and dynamic resizing were performed depending on load fluctuation.

Table 3 shows the time-line of the on-demand experiment. In addition to the result of the
live streaming, the stream quality was limited during server load growth.

Table 4 shows the sequence of the stream segments which the client played in the on-
demand experiment. The client consistently requested the high quality contents until the
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Table 2: Time-line of Live Experiment
Time | Actions

0 [sec] | Start experiment
Pseudo client request start

30 [sec] | Client request start
130 [sec] | Structure transition to CDN
Recruit the core proxies (CP1, CP2)
220 [sec] | Recruit the additional proxy (CP3)
490 [sec] | Dismiss the additional proxy (CP3)
550 [sec] | Structure transition to C/S
Dismiss the core proxies (CP1, CP2)
600 [sec] | End experiment

end of the experiment. In the on-demand streaming, the segmentation is done before the
beginning of the experiment and the composition of the index does not change, therefore,
clients received some number of segments before playback. After the number 27, the
server degraded the stream quality for load alleviation, so the client received low quality
segments as substitutes for the high quality ones. As the server load decreased, the server
lifted the restrictions on the quality. After the number 45, the client herewith received high
quality segments as required again. During the experiment, no malfunctioning, such as
interrupt in the playback, was observed when the quality changed.

Figure 7 shows the load transitions of the server with FCAN and without FCAN in the
on-demand experiment. The case of the server with FCAN shows the average loads of
member nodes in the distribution network. The first peak at the 40th second shows that
“buffering” was done when the client started the playback as mentioned above. The load
on the server exceeded the higher threshold at the 130th second, then structure transition
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Table 3: Time-line of On-Demand Experiment

Time

\ Actions

0 [sec]

Start experiment
Pseudo client request start

30 [sec]

Client request start

130 [sec]

Structure transition to CDN
Recruit the core proxies (CP1, CP2)

220 [sec]

Recruit the additional proxy (CP3)

250 [sec]

Quality degradation

430 [sec]

Quality improvement

490 [sec]

Dismiss the additional proxy (CP3)

550 [sec]

Structure transition to C/S
Dismiss the core proxies (CP1, CP2)

600 [sec]

End experiment

Table 4: Playback Time-line of Client

Segment Name \ Size \ Quality
fileSequenceO.ts | 926 [KB] | High
fileSequencel.ts | 946 [KB] High
fileSequence2.ts | 950 [KB] | High
fileSequence26.ts | 958 [KB] | High
fileSequence27.ts | 414 [KB] Low
fileSequence28.ts | 410 [KB] Low
fileSequenced4.ts | 414 [KB] Low
fileSequence45.ts | 958 [KB] | High
fileSequence46.ts | 958 [KB] High
fileSequence60.ts | 967 [KB] | High
fileSequence61.ts | 958 [KB] | High
fileSequence62.ts | 963 [KB] | High
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to the CDN mode occurred so as to alleviate load concentration. However, the load on the
member nodes continued to increase even after the transition, a new member proxy was
recruited at the 220th second, and additionally the quality of segments was degraded at the
250th second, and consequently the server withstood the heavy load condition.

On the contrary, in the case of the server without FCAN, we observed that load values were
far exceeding ones of the server with FCAN consistently. We, therefore, confirmed that
FCAN’s features against flash crowds were performed as a result of the increase of client
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Figure 7: Comparison of load transitions in On-Demand Experiment

requests, and FCAN archived dynamic load balancing. We obtained equivalent results also
in the live streaming experiment.

6 Conclusion

In our preceding studies, FCAN only focused on the static content delivery, however, flash
crowds occur also in the video streaming. In order to alleviate flash crowds in the video
streaming, both live and on-demand, FCAN adopts a new features such as dynamic resizing
and quality restriction so as to raise a resilience of the system. In this paper, we proposed
FCAN’s extension for video streaming and demonstrated a prototype of the system on the
real Internet. Through some experiments, we confirmed that FCAN’s extension works
effectively to alleviate flash crowds.

We are still at a starting point toward practical implementation and promotion of FCAN.
Future research directions include: (1) quality guarantee in the CDN mode in the situation
that multiple proxies deliver the same stream content, (2) appropriate thresholds assign-
ments, and (3) implementation of dynamic access redirection using browser cookies.
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Abstract: We present an efficient protocol which, under certain assumptions, provides
a suitable level of security and anonymity in the ideal cipher model when computing
the intersection of two private data-sets containing lists of elements from a large do-
main. The assumptions are that each node is pre-loaded with a set of pseudonyms,
signed by the network’s trusted authority; that the cardinality of each data-set is glob-
ally known. Our protocol first establishes a secure, trusted connection between two
partners, then uses lightweight, symmetrical key operations for encoding and privately
comparing the elements of two sets. Given a cryptographically secure symmetric en-
cryption scheme, our protocol is safe for both semi-honest and malicious adversaries.
The primary target platform for this protocol are Wireless Sensor Networks (WSNs),
specifically those used in Ambient Assisted Living (AAL) scenarios, which almost
entirely consist of a heterogeneous mix of devices, providers and manufacturers.

1 Introduction

Self-organizing WSNs consist of a multitude of small-scale devices with sensing proper-
ties and with wireless communication capabilities. The size and cost of such nodes makes
them easy to be manufactured and distributed, but an inherent implication is the fact that
they are resource restricted devices: low energy, low CPU processing power, small mem-
ory and storage space. WSNs are used to collect, process and distribute data from an
environment. This makes them usable in projects related to military or surveillance tasks,
vehicular networks communication, body and environment monitoring with AAL applica-
tions.

The AAL technologies are meant to help create and maintain a safe environment (both
medical and socially) that addresses the needs of elderly or impaired people. The scenario
is even more relevant considering that the current trend in Europe sees a rise in the percent-
age of elderly people [Ste05]. A cost-effective, unintrusive care, that would allow them to
retain their autonomy is an appropriate, welcomed solution.

The use of WSNs in the AAL context implies that important security and privacy re-
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quirements, that address both legal and personal needs, have to be fulfilled for them to be
commercially and legally accepted (i.e. patience confidentiality needs maintaining). The
public’s acceptance, as they are social projects, is also a key aspect.

The WSN security is a broad research domain with specific challenges: privacy protocols
and algorithms have to suit their hardware restrictions, but this has to be done without
sacrificing the security level and without hindering other applications from performing
their tasks, as the security should be a discrete, intrusive layer. Even more, in case of AAL
projects, there are some additional, notable requirements:

e For certain AAL use case scenarios, the trade-off between performance and security
needs to not surpass certain metrics, like the response time needed for a system to
respond to the input of a user. Such interactions between the users and the system
should be felt as instantaneous, i.e. users shouldn’t have to wait in the seconds or
minutes range if they want to remotely trigger a light-switch.

e Concerning groups of sensors and devices, an AAL scenario is implicitly heteroge-
neous, as several users and their devices might join or leave the network: visits from
friends and technical or medical personnel.

e The anonymity of the user, of his processes and requests is another important as-
pect - a TV, light switch or energy measurement system should be oblivious of the
identity of its users, but at the same time it should retain the ability to validate their
authorization of using its services.

Problem Statement and Our Contribution Suppose node A is a data aggregator or end
device (i.e. a display) that queries node B. Because of the multi-hop, ad hoc nature of the
network, one could consider two relevant scenarios: (i) node A cannot reach B directly,
and (ii) node A has to make sure (i.e. by checking a list of permissions) that it only accepts
data readings from a node affiliated with the network. In the scenario (i), node B would
have to initiate a route through trusted nodes only, while in the latter (ii) A would have to
check whether B’s permissions match its own access list. In both scenarios, this is ideally
done without any of the involved parties revealing any additional information except a
list of common group memberships in the data routing scenario, or the list of common
permissions in the access control scenario. This is known as the Private Set Intersection
[FNP0O4] problem .

The goal of this paper is to offer an efficient private set intersection algorithm, usable on
resource restrained sensor nodes. We make the following assumptions: that there exists
a trusted authority (TA), that the number of elements in each node’s data-set is relatively
small, and that there is a global domain from which the elements were extracted and which
is large enough. It is beyond the scope of this paper to provide suggestions regarding
changes to the sets on the nodes in the WSN after deployment, like the revocation of an
element.

Returning to the previous AAL scenario, let node A and B each have k elements from
a common domain whose size is n. These elements could stand for groups inside the
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network or different access permissions. It is required to securely and privately compute
the intersection of the two groups belonging to A and B. Given A = {aq,...,a;} and
B = {by,...,b}, compute A N B without disclosing any other information about the
identity of the other elements.

We propose a resource-efficient solution which preserves the anonymity of the involved
nodes, the anonymity of the elements that are not part of the their sets intersection, and
which uses lightweight cryptographic operations for its methods. Briefly described, the
core of the protocol uses the value of each element in a set, it’s signature generated by
the overall TA, and a secure, shared session key. Both parties will encrypt each of their
set elements by computing, from the element’s corresponding signature and the shared
session key, a one-time symmetric key.

The role of the signature associated to each element, and it’s actual form, is to prevent the
creation or unauthorized association of elements by a node. A detailed explanation is not
in the scope of this paper and will be explained in a future publication

An important note is that, since there is not real need for decrypting the generated, en-
crypted values, the use of a message authentication code like HMAC [19802] or AES-
CMAC [TIETFO06] would yield an even faster protocol, with fewer resource requirements.

Paper Organization The rest of the paper is organized as follows. Section 2 briefly
describes the related work and the general functionality of alternative solutions. Section
3 describes the cryptographic blocks used in the current form of the protocols. Section 4
contains the detailed description of our protocol, together with its prerequisites and explicit
assumptions. Section 3.3 lists the behaviour of different possible malicious nodes; Section
5 offers an overview of future plans and changes to the protocol, security wise.

2 Related Work

Freedman, Nissim and Pinkas (FNP) proposed in [FNPO4] a Private Disjointness Test,
achieved by using a scheme that preserves the group homomorphism of addition, as well
as of multiplication with a constant.

An additive homomorphic, public key cryposystem (Paillier’s cryptosystem [Pai99]), al-
lows a party to oblivious compute E,(z)-Epi(y) = Epi(2+y) or to compute (E,x(y))* =
E,i(x - y) being given only E,;(z) and E,x(y), where x, y are some plain-text messages
and Ey, is the additive homomorphic function.

The basic structure of the FNP protocol consists of defining a polynomial P whose roots

are the elements of private set X = {x1,..., x,} of size k.:
ke n
P(y)=(z1—y) (x2—y) -+ - (Th, —Y) = Dylp Culy™

The «,, coefficients are then encrypted using a Paillier’s cryptosystem and sent by the
verifier A to the prover B, whose role is to evaluate the polynomial for each of his private
elements. Each result is randomized by multiplying it with a non-zero constant r. An
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optional final step is to also add the element to the randomized polynomial result. The
resulting cipher-text will thus have the form E,(r - P(y)) or Ep(r - P(y) + y) for each
element y of B. Once the verifier A receives the encryptions back from the B, he only needs
to check if any of the decrypted values are zero, since any common element would be a
root of P. If the latter encryption was used, A will need to check if the decryption matches
an element from his own set.

Agrawal, Evfimievski and Srikant (AgES) proposed a different approach in [AES03], for
information sharing accross private database. For it to work, a commutative encryption
scheme is needed [Gam85], [MVO96]. Informally, a commutative encryption schemes
uses to a pair of cryptographic function F; and Es with the property that F4(Fg(m) =
Eg(EA(m)). If just E4(Ep(m)) is known, neither A or B will be able to retrieve m.

AgES works as follows. Both partners A and B apply a hash on their private sets. Each
then generates a secret key and encrypts each hashed element. The resulting sets of en-
cryptions {E4(H(x1")),..., Ea(H(z2))} and {Ep(H (zP)),..., Eg(H(zE))} are ex-
changed, where H is a cryptographic hash function, E is the encryption function using A’s
and B’s secret keys, n and k are the cardinalities of the two sets. Each party then encrypts
all the elements it received from the communication partner. In A’s case, this means com-
puting EA(EB(H(a:f)), forall 1 < j < k. For B, EB(EA(H(xf‘)), foralll <i<n.A
then proceeds to send pairs of the form P; = (Ep(H (xF), Es(Ep(H (xF))) back to B.
By intersecting the commutative encrypted set received from A with his own, B will get a
subset of elements for which E4(Ep(H (xf)) = Ep(Ea(H (z1)). ¥ is then found by
using P;.

Both the FNP and the AgES protocols and their variants imply the use of public-key oper-
ations, whose number is directly proportional with the size of the elements in the groups
of the involved parties. This is problematic especially for sensor networks.

3 Preliminaries
3.1 Bilinear Pairings

Let (G1,+) and (Ga, -) denote two cyclic groups of order g (some large prime), in which
the Discrete Logarithm Problem (DLP) is considered to be hard.

An admissible bilinear pairing é : G; x G; — G has the following properties:

1. Bilinearity: ¥g1, g2, 93 € G1, €(g91 + g2, 93) = €(g1,93) - (92, 93) and
€(g1,92 + g3) = €(g1,92) - €(g1,93)-

2. Non-degeneracy: 391,92 € Gy : é(g1,92) # 1.
3. Computability: Vg1, g2 € G1, é(g1, g2) is efficiently computable.

In practice, the known implementations of these pairings - the Weil ([Jou00]) and the Tate
pairings - prove that such constructions exist and involve fairly complex mathematics.
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Typically, G is an elliptic-curve group and Gy, is a finite field.

3.2 Identity-based Encryption

Following the definition given by Boneh and Franklin [BF03], an identity-based encryp-
tion scheme (IBE) is specified by the following four algorithms:

Setup Given a security parameter k € Z™ as input, the algorithm returns the system
parameters params and the master — key.

Step 1: A randomized algorithm (known as a Bilinear Diffie-Hellman parameter gen-
erator), running on input k£ in polynomial time, generates: a prime ¢, the description
of two groups G; and G of order ¢, and the description of an admissible bilinear map
é : Gy x G; — Gs. A random generator P € (G is also chosen.

Step 2: A random s € ZZ is picked and P, = sP is set.

Step 3: The cryptographic hash functions H; : {0,1}* — G3 and Hy : Gy — {0,1}™ for
some 7 are chosen.

Then, the message space is defined as M = {0,1}" and the cipher-text space as C =
G7 x {0,1}". The system parameters params = {q, G1,G2,é,n, P, Py, H1, Hy} are
published, and the master — key s € Zy is kept secret.

Extract Using params, master — key and an arbitrary ID € {0, 1}* (the public key)
as input, a private key d;p is returned by:

1. computing Q;p = H{(ID) € G7, and
2. setting dyp = sQrp, s being the master — key.

Encrypt With params, ID and M € M as input, the cipher-text C' € C is returned by
doing the following:

1. compute Q;p = H1(ID) € G,
2. pick arandom r € Z}, and

3. set C = (rP, M & H(g7p)) where grp = é(Qrp, Pous) € G3.

Decrypt For params, C = (U, V) € C a cipher-text encrypted using the public key 1D
and a private key d;p € G, M =V @ Hs(é(drp,U)) € M is returned.

To note is that the masks used during encryption and decryption are the same since:

é(drp,U) = é(sQrp,rP) = é(Qrp, P)*" = é(Qrp, Pouv)" = 97p
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Each of these four algorithms must satisfy the standard consistency constraint: when d;p
is a private key generated by the Extract algorithm for a given I D as public key, then

VM € M : Decrypt(params,C,d;p) = M where C = Encrypt(params, ID, M)

3.3 Adversary Models

The definition of the adversary models, as defined in [Gol96], follows.

The Semi-honest Adversary Model The semi-honest model of an adversary assumes
that both parties act according to their defined action in a protocol, but they may store all
intermediate results and computations, and use this to learn more than what they would
know after working in an ideal model. In this case, only the initiator A of the protocol
receives an input from the responder B. Thus, A’s anonymity means that the responder B
is not able to determine if the sender has different inputs. B’s anonymity means that A will
not get more information from its output than that defined by the protocol.

The Malicious Adversary Model A malicious model permits an adversary to not follow
the protocol’s description. In this case, this would mean the responder B not replying to A’s
request, sending random generated elements or aborting the protocol at any point. Security
in the malicious adversary model means not revealing more information than in an ideal
model.

4 Protocol Description

The set for each entity that takes part in the protocol is assigned to it by a central secure
and TA. The initialization of each party consists of the following steps:

4.1 Initialization Stage

Both the network owner (the TA) and each of the nodes have to perform an initial setup
procedure. The two entities are described as follows:

Trusted Authority Bilinear Maps Setup The TA starts by generating the system pa-
rameters (g, G1,Ga, é,n, P, Py, H1, Ho) and retaining the private master-key gra as
previously described in Section 3.2. Additionally, a cryptographically safe symmetric en-
cryption scheme £ is included into the system parameters.
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Element List Setup The TA defines a large enough domain, from which the elements are
randomly chosen. The TA also sets the global constant value k., which represents the
maximal cardinality of each set loaded on a node.

Nodes Pseudonyms Generation for Each Node On every node, the TA deploys the public
system parameters. It then generates and loads a set of pairs of the form {PSlAi, S PiAi 1,
where PS;"' is a collision-resistant pseudonym associated to node A;, and SPiAi =
graHy (PSzA'i) is the secret point associated to it. [ZLLF06] and [BDS*03] have a more
elaborate description of such a key agreement; since we have a similar implementation,
the same notation is used.

Element List Loading The TA loads, on every node A;, a set of pairs of the form {a:f‘ ,C SZA" +
where C' SZA" represents the commitment signature (CS) for the value xf"i, with the prop-
erty that for any two nodes, only identical elements will also have a common CS. Formally,
for any two nodes A; and A;, CS/* = CSfj iff o = xfj . The commitment signature
has two roles: first, to prove that an element was created and distributed by the TA. Sec-

ond, it is used to prove that a certain set of elements was created and assigned to a specific
node by the TA.

Because the cardinality of each set is set to size k., the TA will also generate unique
random values and corresponding CSs to fill all the sets to the requested size, in those
cases when the representation of a node’s functionality would require less than k. different
elements.

4.2 Message Exchange

There are two distinct phases (see Figure 1) needed by the protocol: the first stage creates
trust between the two communicating parties. The second stage handles the private set
intersection and elements obfuscation.

Network Affiliation Proof and Shared Key Creation The network affiliation proof and
session key agreement both work by using an adapted IBE scheme, like the similar one
used in [ZLLF06] and [BDS™03]: et there be two nodes, A and B. The messages exchange
takes place as follows:

1. A initiates the protocol by selecting an unused pseudonym of his PS{* , together
with a random generated number n 4, and sending both to B:
A— B: PS# na

2. Upon receiving the message, B generates a random number n g, selects an unused
pseudonym PSP, and computes the key Kp_. 4 = é(H,(PS#), SPJB),
which forms the value
Ve—a=H(nal|lnp||0]| Kp—a).
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The message is then:
A—B: PSP np, Vg .a

3. A generates his own key K 4_.p = é(H,(PSP), SPA,
then checks if )
Hy(na|[np || 0] Kawp) = Vp-a.

4. The equation holds, according to Section 3.1, only if both nodes, A and B, had their
pseudonym and corresponding secret key issued by the same TA, owner of g7 4:

(H, (PSA) SPB)
(Hy(PS3), QTAH1(PS )
(QTAHl(P%A) PSP)

é(SPA) ps?)

- —B

KBHA =¢é
é

>

If the verification succeeds, A knows that B is under the same TA as him, and sends:
Vamp =Ha(na||np |l 1| Ka_p).
A— B: Va_p

5. B performs the same test as in the previous step and, if it succeeds, it will trust A.

Private Set Intersection As a result, not only did A and B authenticate themselves as
trusted (in a certain degree) nodes, they also established a shared key K4_.p = Kp_4 =
K, that is used for establishing the private set intersection as follows:

1. Using the public symmetric encryption scheme E, B computes for every element
of his set the following output: E, KB( zP), where CKP = CSP & K is the
commitment key.

It then sends the resulting set set(B)X = {Eoxe (2P), VaP € set(B)} to A,
ordered lexicographically.

2. Upon receiving set(B)K, A creates its corresponding set set(A)X by computing:
Eq KA( 4, where CK; A = CS# @ K for each of its elements. The intersection of

set(A) and set(B)* will then contain only their common elements.

4.3 Security

The security requirements are stated for the private set intersection part of the protocol -
regarding the anonymous authentication and key agreement stage, the proof is given by
the fact that given the difficulty of solving DLP in Gy, given any pair {PSiA oS PiAi },itis
computationally unfeasible to deduce g7 4. Detailed proofs on bilinear maps can be found
in [BFO3].
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Network Affiliation Proof and Shared Key Creation
1. A— B: PS,LA, na
2. B: Kp_.a = é(H,(PS*), SPP)
Veoa=H(nal|[np||0]| Kp—a)
A+~ B: PSjB,nB,VB_)A
3. A: Ka.p = é(H,(PSP),SP*)

?
Hy(na|lnp [|0]] Kap)=VB_a
Vap=Hanallnp||1]| Ka-B)

A— B: VA—»B

?
4. B: VAHB ng(nA H np || 1 || KBHA)

Private Set Intersection
A and B share the commonkey K4 .p = K4 = K
E is a symmetric encryption scheme
l. B: set(B)X = {vVaF € set(B), ECKjB (zF), with CKP = CSP & K}
B — A: set(B)K
2. A:set(A)K = {Va € set(A), Eqpa(zd), with CKA = CSA @ K}
set(A)X N set(B)X will contain A’s and B’s common elements.

Figure 1: Message Exchange

The Semi-honest Case The protocol satisfies the correctness requirement in the semi-
honest model, as A receives an encryption of an element x; as long as it is part of A5 N B,
where A, is the set of elements in A and By is the set of elements in B. For all the rest A
receives, in the ideal cipher model, what looks like random values .

A’s privacy requirement is automatically preserved, as it doesn’t expose any of its data-set
elements to B in the current scenario.

B’s privacy, given an A* that operates in an ideal model and given A that operates in a semi-
honest model, means that their view of the protocol is indistinguishable. Informal, the case
is represented by a curious adversary in the following example: by issuing a valid request
to another node, the attacker receives the encrypted list of its elements, then exhaustively
goes through the entire domain from which the values x and C'Ss were generated, an
computes all possible results. If the domains are small enough, the attacker succeeds in
finding all of the senders elements. As the assumption is that the TA uses a sufficiently
large domain, the proof is direct and holds as long as the chosen E is a secure symmetric
key scheme.
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The Malicious-Adversaries Case The meaningful attack of a malicious node means
trying generating random or carefully crafted elements instead of using the ones assigned
by the certification authority. More specifically, in the current context, without knowing
the signature key used to generate C'S for a value x, it means having to find two correct
random numbers s, ¢ with the property that for a i, (x;, EC;) = (s, t). The same proof as
in the semi-honest case applies.

5 Conclusions and Future Work

We presented an resource efficient, secure private set interaction protocol, while assuming
certain conditions, meant to be used in WSNs, more specifically in the context of AAL
environments. The protocol also authenticates trusted nodes and performs all the com-
munication anonymously (sender and receiver anonymity). It is secure against malicious
attacks by using an efficient, symmetric encryption schemes where the actual value, as
well as they key (commitment signature) are both unknown to a malicious attacker.

The protocol is not suitable for disjointness tests, as the cardinality of the intersection set,
as well as the elements that form it, are known. We hope to offer a viable, WSN solution
to this this problem, too.

A desirable feature is the ability of a party to detect the cases when the partner does not
contain a valid set of elements prior to performing the private set intersection routine. By
our definition, valid means assigned by the TA. This would prevent nodes from trying to
assume a false list of elements or to request a list without having a certified one of their
own. We will present our proposed solution in the near future.
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Abstract: In this paper, we focus on monitoring environments with wireless sen-
sor networks in which mobile sink nodes traverse sensing fields in a specific spatial-
temporal manner and aggregate various types of environmental data with different
deadline constraints distributed over sensor nodes. For such environments, we propose
an energy-efficient data aggregation method that reduces intermediate transmission in
multi-hop communication while guaranteeing predetermined deadlines. The basic ap-
proach of the proposed method is to temporarily gather (or buffer) the observed data
into several sensor nodes around the moving path of the mobile sink that would meet
their deadlines at the next visit. Then, the buffered data is transferred to the mobile
sink node when it visits the buffering nodes. We also propose a mobile sink-initiated
proactive routing protocol with low cost (MIPR-LC) that efficiently constructs routes
to the buffering nodes on each sensor node. Moreover, we simulate the proposed ag-
gregation method and routing protocol to show their effectiveness. Our results confirm
that the MIPR-LC method can reduce energy consumption by up to 23% when com-
pared with a simple routing protocol. In addition, the mobile sink nodes can gather
almost all of the observed data within the deadline.

1 INTRODUCTION

Based on recent advancements in micro-electro-mechanical systems (MEMS) and wire-
less communication technologies, wireless sensor networks (WSNs) have emerged as a
promising tool for monitoring environments in a wide range of applications [1]. A WSN
is generally composed of sensor nodes for observing environment data and sink nodes for
aggregating the data distributed over the sensor nodes. In WSNs, aggregation mechanisms
are often very dependent on multi-hop communication, i.e., because of limited radio ranges
of sensor nodes, data transmission between sensor-sink pairs are routed through several in-
termediate sensor nodes. An increase of such intermediate transmission leads to obvious
power consumption concerns, especially in large-scale WSNs, since it is widely recog-
nized that data transmission is responsible for a large part of the total power consumption
in sensor nodes [2]. Thus, as a means to reduce intermediate transmission, a mobile sink
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approach has attracted considerable attention over the last decade [3, 4, 5, 6, 7, 8].

In the mobile sink approach, a mobile sink node traverses a given sensing field and ag-
gregates data observed in sensor nodes when it moves close to them. This approach can
achieve an energy-efficient aggregation of data since it does not always use multi-hop com-
munication, i.e., the mobile sink node can gather data directly from the sensor nodes with-
out intermediate nodes. However, this approach increases the time delay that is required
for the mobile sink node to visit the sensor nodes. To overcome the delayed aggregation,
it is necessary for the sensor nodes to frequently use multi-hop communication in order
to reach the mobile sink node, which also contributes to their large power consumption,
as described above. Hence, the two objectives of realizing low power consumption and
shortening the delay time appeared to be mutually exclusive during the aggregation of the
observation data.

In this paper, we focus on monitoring environments with WSNs that require source-to-
sink delay bounds according to the observation data. More specifically, in our system
model, multiple mobile sink nodes exist to traverse a sensing field in a specific spatial-
temporal manner and aggregate various kinds of environment data with different dead-
line constraints. For such environments, we propose an energy-cfficient data aggregation
method that reduces intermediate transmission in multi-hop communication while guaran-
teeing the delay bounds.

The basic approach of the proposed method is to temporarily gather (or buffer) the ob-
served data into several sensor nodes that exist around the moving path of the mobile sink
node. The buffered data is then transferred to the mobile sink node when it visits the
buffering nodes. For these buffering nodes, the proposed method uses sensor nodes that
would meet the deadline at the next visit of their mobile sink node. In addition, we also
propose a mobile sink-initiated proactive routing protocol with low cost (MIPR-LC) that
efficiently constructs routes to the buffering nodes on each sensor node, i.e., the routing
table contains routes from the sensor node to the shortest buffering nodes for all the mobile
sink nodes. Moreover, we evaluate the proposed aggregation method and routing protocol
by performing simulation to show their effectiveness. As a result, we confirm that the
MIPR-LC method can reduce energy consumption by up to 23% when compared with a
simple routing protocol, and the mobile sink nodes can gather almost all of the observation
data within the required deadline.

The paper is organized as follows. Section 2 describes the system model. Section 3 dis-
cusses related work. Section 4 presents the proposed aggregation method considering the
data deadline and the energy-efficient routing protocols. Section 5 presents the simulation
results. Section 6 concludes this paper.

2 SYSTEM MODEL

In this section, we show the system model used in this paper. In our model, multiple mo-
bile sink nodes traverse a given sensing field in a certain pattern and gather various kinds
of observation data with different deadline constraints. For example, typical applications
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include environment monitoring systems in a farm, for which various data such as tem-
perature, humidity, and sunlight are collected for the primary purpose of monitoring crop
growth. In this model, we assume farmers and farm machines to be mobile sink nodes.
Next, we explain the details of sensor nodes, mobile sink nodes, environmental data, and
performance metrics.

In this model, many homogeneous sensor nodes are deployed in a sensing field. A sen-
sor node is static and battery powered. In addition, a sensor node periodically generates
observation data that are then stored into its own local buffer that is sufficiently large (in
terms of capacity) to store data until the next visit of a mobile sink node. Furthermore,
two sensor nodes can directly communicate if they are within each other’s radio range.
The wireless communication between sensor nodes is generally stable, although at times,
sensor nodes may fail to receive packets owing to packet collision and radio noise.

In this model, existing mobile elements in a sensing field, such as farmers, farm machines,
and so on, are diverted to mobile sink nodes, i.e., mobile sink nodes are uncontrollable
and act with a specific spatial-temporal pattern. Furthermore, we define their patterns as
periodic with a given period for each mobile sink node. Mobile sink nodes move while
broadcasting beacons at fixed intervals and gather data from the beacon-received sensor
nodes.

A sensor node measures different kinds of environmental data. These data are gathered by
the mobile sink nodes within specific deadlines according to their type. Then, the mobile
sink nodes immediately transmit the collected data to a control center over a mobile phone
network such as 3G or WiMAX. In this paper, the delay time is the time that elapses
from the instant a sensor node measures data to the instant at which a mobile sink node
receives the data. For example, in the environment monitoring system, we consider that
there are no problems even if the delay time of the aggregation is approximately one day.
However, in the case of mechanical controls (e.g., the opening or closing of the windows
of a greenhouse based on results of the gathered data), the deadline of the data must be set
to approximately one hour.

Finally, we describe two performance metrics for aggregation methods in our system
model:

Energy consumption: Energy consumption is an important performance metric in data
aggregation. The network lifetime of the WSNs can be drastically extended by real-
izing an energy-efficient aggregation method. The energy consumption of a sensor
node is mainly dependent on the number of data transmission, including intermedi-
ate transmission, which are required for the multi-hop communication and message
propagation for routing construction. Thus, increasing the energy efficiency of a
data aggregation method leads to fewer data transmission for the collection of data.

Delay time: Another performance metric is the delay time for data aggregation. The delay
time occurs owing to the nature of the mobile sink approach. The delay time is
dependent on the cycle period of a mobile sink node. There is no problem if the
delay time for gathering the data is within the deadline.
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3 RELATED WORK

Over the last decade, a number of approaches have been proposed for exploiting mobile
sink nodes for data aggregation in WSNs. From the perspective of data aggreagation ar-
chitecture, these approaches can be broadly classified into three types: mobile base station
(MBS)-based approach, mobile data collector (MDC)-based approach, and rendezvous-
based approach. In this section, we introduce the three approaches.

3.1 MBS-based and MDC-based approaches

In the MBS-based approach, a mobile sink node gathers observation data directly from
sensor nodes using multi-hop communication. In [3], the authors address the problem of
determining the sojourn times on the moving path for the mobile sink node using the lin-
ear programming (LP) method in order to maximize the network lifetime, i.e., to balance
the energy consumption of all of the sensor nodes required for the intermediate transmis-
sion. In [4], the authors propose a two-tier data dissemination mechanism for large-scale
WSNs in which multiple mobile sink nodes are deployed in the sensing field. With this
approach, sensor nodes transmit data to the nearest mobile sink node. For this MBS-based
approach, the delay time is short because the data are directly delivered from the sensor
nodes to the mobile sink node. However, many sensor nodes require more frequent inter-
mediate transmission for the multi-hop communication. In addition, with this approach,
the sensor nodes must update the route information to the mobile sink nodes by frequently
propagating control messages.

With the MDC-based approach, a sensor node stores data into its own local buffer and
waits for a mobile sink node to arrive within its transmission range. When the mobile sink
node arrives, the sensor node transmits the stored data to the mobile sink node in a single-
hop communication. In [5], the mobile sink nodes randomly traverse the sensing field to
gather the data from the sensor nodes. Moreover, to minimize the energy consumed by
the entire network, the authors in [6] solve a path selection problem in delay-guaranteed
sensor networks by exploiting path-constrained mobile sink nodes. With the MDC-based
approach, the sensor nodes can transmit data to the mobile sink nodes without the multi-
hop communication. However, the delay time increases because the sensor nodes need to
store the data in local buffers until visited by the mobile sink node. In addition, it cannot
gather data that have been generated by sensor nodes that do not have contact with any
mobile sink node. Although a controllable mobile sink node may solve this problem, the
installation of such a controllable node would incur additional costs.

3.2 Rendezvous-based approach

The rendezvous-based approach is a hybrid approach that combines the MBS-based and
MDC-based approaches. This approach introduces several rendezvous points (nodes) for a
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mobile sink node at which data are gathered from sensor nodes through multi-hop commu-
nication. These points then transmit the buffered data using the single-hop communication
to the mobile sink node that visits them. In [7], the mobile sink nodes pass through pre-
determined anchor nodes (i.e., rendezvous points) while collecting data. To gather data
at the anchor nodes, a tree structure-based aggregation method has been proposed. This
method organizes a tree structure from a cluster node to its child sensor nodes using a
routing protocol MintRoute [9]. The MintRoute protocol establishes the shortest route
from the cluster node to each child. In addition, in [8], the authors assume that the mobile
sink nodes can change their moving paths over time. Hence, they have proposed a data
aggregation method that selects as the rendezvous nodes the sensor nodes that are to be fre-
quently contacted by the mobile sink nodes. The rendezvous-based approach improves the
energy efficiency relative to that of the MBS-based approach, in the sense that it reduces
the number of intermediate transmission for multi-hop communication. Furthermore, it
can also reduce the delay time relative to that of the MDC-based approach.

Our proposed approach can be considered to be a rendezvous-based approach. In this
paper, we assume that observation data has a deadline time according to its type, and
multiple mobile sink nodes with different cycle periods exist in the sensing field. For
such a model, we need an energy-efficient aggregation method to satisfy the deadline for
gathering the sensing data.

4 PROPOSED AGGREGATION METHOD

In this section, we propose an energy-efficient data aggregation method that reduces inter-
mediate transmission in multi-hop communication while guaranteeing a maximum delay
time for the observation data. Moreover, we propose the MIPR-LC protocol used in the
proposed aggregation method to efficiently construct the routing paths for the aggregation
on each sensor node.

4.1 Data aggregation

The basic approach of the proposed method is to buffer the observed data into several
sensor nodes that exist around the moving path of the mobile sink node. The buffered
data is then transferred to the mobile sink node when it visits the buffering nodes. The
proposed method identifies sensor nodes that would meet the deadline at the next visit of
their mobile sink node, and uses these sensor nodes as the buffering nodes. The identifica-
tion is based on the predicted cycle periods recorded in its routing table. To reduce power
consumption, it also uses the nearest buffering node out of all discovered ones. Then, the
sensor node transfers the observation data to the shortest buffering node using the multi-
hop communication. In this paper, the buffering nodes that exist around the moving path
of a mobile sink are called mobile sink-path neighbor (MN) nodes. In addition, an MN
node is said to be the shortest if it is the nearest one among all the MN nodes.
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Fig. 1 shows an example of the proposed aggregation method. In this example, we assume
that there are two mobile sink nodes: mobile sink node M1 with cycle period 71 and
mobile sink node M2 with cycle period 72, where T2 < T'1. Furthermore, a sensor node
S transmits data with a deadline. In Fig. 1, if the deadline is longer than 71, S transmits
data to A. The destination node of the transmission is D1, which is reachable in a small
number of hops (H1). If the deadline is shorter than 7'1 and longer than 7'2, S transmits
data to B bound for D2, which needs a large number of hops (H2).

Entry number | Mobile sink | Cycle period | Destination node | Next hop node | Hop count
1 Ml Tl D1 A H1
2 M2 T2 B H2

D2
Routing table \
Data with e Data with
Deadline Deadline
ETZ<Deadline<Tl

Tl<Deadline g
Many hops(H2)

A few hops(H1)

Mobile sink:M1
Cycle period:T1

Mobile sink:M2 /1
Cycle period:T2

Fast speed

Mobile sink path Mobile sink path

Figure 1: An overview of the proposed method

4.2 Route construction

To achieve the proposed aggregation method described in the previous section, each sensor
node needs to construct routes to the shortest MN nodes for all mobile sink nodes. To
construct routes, in this study, we propose two routing protocols: MIPR and MIPR-LC.
The MIPR-LC method improves the MIPR method by reducing the routing cost required
for constructing routing tables used in the MIPR method.

4.2.1 MIPR

The MIPR method is a proactive routing protocol that is initiated by a mobile sink node,
i.e., the traversing mobile sink node periodically transmits trigger messages to one-hop
neighbor sensor nodes (i.e., MN nodes). The received MN nodes broadcast control mes-
sages to the whole sensor network by employing flooding-based communication. More
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detailed steps in the route construction are shown below.

1. A mobile sink node sends trigger messages to neighbor sensor nodes while travers-
ing the given sensing field, i.e., the message can be received by the sensor nodes that
exist within its single-hop communication range.

2. The received sensor nodes recognize themselves as the MN nodes and broadcast a
control message to all the sensor nodes.

3. Upon receiving the control message, each sensor node constructs the route to the
source node of the message using the distance vector algorithm.

4. Each sensor node can construct routes to all MN nodes because all MN nodes broad-
cast the control messages. The sensor node therefore selects the nearest MN node
from all of the MN ones.

5. Each sensor node can construct routes to the shortest MN nodes for all of the mobile
sink nodes because each mobile sink node transmits trigger messages while moving.

The proposed method adopts a mobile sink-initiated protocol in order to realize the high
maintainability of routing tables and to quickly construct routing tables even in large-scale
WSNs.

4.2.2 MIPR-LC

In the MIPR method, a routing table is constructed for each sensor node by employing
flooding-based broadcasts. The broadcasts increase the energy consumption of the sensor
nodes owing to repeated retransmission of control messages in the sensor nodes. The goal
of the MIPR-LC method is to reduce these retransmission. In the MIPR method, all MN
nodes broadcast control messages and the received sensor nodes retransmit the messages
(on the left side in Fig. 2). However, in the proposed aggregation method, it is sufficient
that each sensor node constructs routes to the shortest MN node. Therefore, in the MIPR-
LC method, a sensor node retransmits the message only when the coming path length for
the received control message is the shortest (on the right side in Fig. 2).

We now consider the trigger timing when a mobile sink node sends a trigger message. Fig.
3 shows the transition of the propagation region in the MIPR-LC method in chronological
order. In this figure, sensor nodes A, B, and C' are MN nodes for the same mobile sink
node. A, B, and C receive a trigger message at t = t1, t = t9 and t = t3, respectively. In
this figure, sensor nodes that have retransmitted a control message are marked as p, while
sensor nodes that have not retransmitted any message are marked as f. It can be seen
that the propagation region changes depending on the sending order, i.e., the propagation
region is the narrowest when C' sends the last control message. Thus, we consider the
trigger timing of control messages to minimize the propagation region.
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5 PERFORMANCE EVALUATION

In this section, we evaluate the proposed aggregation method by performing simulation.
The routing protocol and aggregation method proposed in this paper are implemented on
the network simulator platform QualNet version 5.0.1[10].

5.1 Routing protocol

First, we evaluate the average energy consumption for sensor nodes, i.e., the number of
control message retransmission that is required to construct routes to the MN nodes that
are the shortest of all mobile sink nodes. We describe our results and compare them to
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Figure 4: Simulation environment for evaluating routing protocols

Table 1: Evaluation results for the proposed routing protocols

) @
(1-1) | (1-2) | (1-3)
Transmission energy consumption[nJ] | 0.58 | 0.43 | 0.36 | 2.52
Received energy consumption[nJ] 3.08 | 230 | 1.97 | 13.44
Total energy consumption[nJ] 3.66 | 273 | 2.33 | 15.96

those obtained using the MIPR-LC method (called (1) hereafter) and the MIPR method
(called (2) hereafter). As shown in Fig. 4, in this simulation, 10 x 10 sensor nodes and
20 MN nodes numbered from 1 to 20 are regularly placed at intervals of 150 m. Each
sensor node can communicate with its neighbor nodes. In addition, the transmission rate,
transmission power, and received power for transmitting one control message are 1 Mbps,
100 mW, and 130 mW, respectively. The MN nodes transmit control messages once every
second. Furthermore, in (1), we evaluate the impact of the change of the trigger timing
on the results. More specifically, we implement the three trigger timings, (1-1), (1-2), and
(1-3) and represent the control messages sent by each node (1, 2, 3, - - -, 19, 20), as well as
by all three nodes (1, 4, 7, - - -, 15, 18) in a diagonal manner (1, 11, 6, 16,2, 12,7, 17, - - -,
10, 20).

Table 1 shows the result. From the table, the energy consumption of (1) is 23% lower
than that of (2). This is because the sensor nodes do not retransmit unnecessary control
messages in (1), i.e., they retransmit control messages only when the next path length is
shorter than previous path lengths, as described in Section 4.2.2. Furthermore, we confirm
the effect of the trigger timing on the energy consumption. From the table, the timing (1-3)
has the lowest energy consumption of all the timings. This is because in (1-3), the sensor
nodes can transmit control messages in the most spatially distributed manner.

59



Table 2: Simulation parameters

’ Parameter \ Meanings \ Value
Nyensors number of sensor nodes 200
Npobitesinks | number of mobile sink nodes 2

TrnovitesinkA | cycle period of mobile sink node A | 200[s]
Trnobilesink | cycle period of mobile sink node B | 600[s]

A data arrival rate 12[packets/hour]
P packet size 100[byte]
Dgataa deadline of data A 300[s]

DgotaB deadline of data B 700[s]

5.2 Aggregation method

Next, we evaluate the proposed aggregation methods. In this simulation, we measure the
number of data that has been stored within the deadline and the energy consumption of
the sensor nodes. We compare the results of three methods: our proposed data aggrega-
tion method (called (3) herafter), an MDC-based aggregation method that always uses the
shortest mobile sink nodes regardless of the delay bound constraints (called (4) herafter),
and an MDC-based aggregation method that always uses the fastest mobile sink nodes re-
gardless of the energy consumption (called (5) herafter). In this simulation, the route for
each sensor node is constructed by the MIPR-LC method.

The simulation parameters used in our experiments are summarized in Table 2. Further-
more, 10 x 20 sensor nodes are placed at fixed intervals of 150 m. Each sensor node can
communicate with its neighbor nodes. In addition, the sensor nodes generate two sets of
data (A, B) with different deadlines. The deadlines of the data are longer than the cycle
periods for mobile sink nodes. In this simulation, two mobile sink nodes are positioned:
mobile sink node A with a short cycle period is placed on the left side of the field, and
mobile sink node B with a long cycle period is placed on the right side. The mobile sink
node traverses the field at a constant speed. In addition, the transmission rate, transmission
power, and received power for transmitting one control message are 1 Mbps, 100 mW, and
130 mW, respectively. The simulation time is one hour.

Table 3 shows the summarized results of the measurements. In this table, the data aggre-
gation ratio is the number of data generated divided by the number of data aggregated,
and the data aggregation ratio within the deadline is the number of data generated divided
by the number of data aggregated within the deadline. All of the aggregation methods
achieve aggregation ratios of over 94%. However, for (4), the data aggregation ratio within
the deadline is about 80%. This is the worst performance of all the aggregation methods,
since (4) does not consider the delay bounds. On the other hand, (3) and (5) achieve good
performance. Moreover, the energy consumption of (3) is lower than that of (5). Thus,
we conclude that the proposed method (3) improves the energy consumption of (5) while
guaranteeing the deadline, as in (5).
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Figure 5: Simulation environment for evaluating aggregation methods

Table 3: Evaluation results for the proposed aggregation methods

A3 “ )
Number of data generated 2400 | 2400 | 2400
Number of data aggregated 2326 | 2257 | 2380
Data aggregation rate [%] 96.9 | 940 | 99.1

Number of data aggregated within the deadline | 2326 | 1926 | 2380
Data aggregation rate within the deadline [%] 96.9 80.2 | 99.1
Total energy consumption in transmission [nJ] | 191.8 | 113.5 | 280.0

6 CONCLUSIONS

In this paper, we proposed a data aggregation method that reduces intermediate transmis-
sion in multi-hop communication while guaranteeing a bounded delay. In our proposed
approach, the observed data with deadlines are gathered for a set of MN nodes having a
mobile sink node that can satisfy the deadline at the next visit. More specifically, each sen-
sor node selects a mobile sink node that meets the deadline of the observed data, which is
based on a prediction of arrival interval. The observed data is then transmitted to the short-
est MN nodes that correspond to the selected mobile sink node. In addition, we propose
a MIPR-LC protocol that is required for the proposed aggregation method that efficiently
constructs a routing table on each sensor node. As a result, we confirm that the MIPR-LC
method can reduce energy consumption by up to 23% when compared with a simple rout-
ing protocol, and the mobile sink nodes can also collect almost all observed data within
the data deadline.

In future, we will study a data aggregation method that can reduce intermediate transmis-
sion even if the deadline is longer than the shortest cycle period of mobile sink nodes.
In addition, we will examine in more detail the trigger timing for control messages. Fur-
thermore, we will evaluate the proposed aggregation method and routing protocol in more
generated situations.
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Abstract: While using mobile telephony networks, the serving network infrastructure
is able to determine the mobile station’s location. Until now, cellular telephony has
been built on self-contained infrastructure, i.e. all network components have been
certified and especially users have been unable to take over control over their mobile
equipment’s behavior. With the rising awareness on privacy issues, software-based
mobile phone network stacks became available and thereby a new freedom degree for
mobile subscribers is introduced.

While slight modification to the mobile phones behavior will not impair with the
general functionality of the network, cellular location determination becomes less re-
liable and trustworthy. We discuss user imposed measures to detect external location
determination attempts and to obfuscate generated location information. With a dedi-
cated testbed setup, the effects of location obfuscation were evaluated.

1 Introduction

Digital wireless telephony networks have become a core communication infrastructure
within the past 15 years. GSM and its successors have significantly changed the commu-
nication landscape both in developed and, with only a slight delay, in developing market
economies, by far outnumbering landline connections (e.g. in Germany [Ger10]). Mobile
telephony and data are a crucial part of today’s communication infrastructure; moreover,
they can contribute to security and safety. The mobile telephony network and its phys-
ical characteristics help to locate mobile phone users in cases of emergency ' and may
be a valuable tool for search and rescue (SAR) [CLR10]. For instance, Bengtsson et
al. analyzed post-disaster population’s displacement using SIM-card movements in order
to improve allocation of relief supplies [BLTT11]. Due to regulatory requirements but
also driven by commercial opportunities, locating mobile phones gained the attention of
research and industry. Furthermore, location information gathered through mobile tele-
phony networks is now a standard tool for crime prosecution and it is enforced by the EC

'US Regulation on location determination in case of a emergency call: FCC Enhanced 911 Wireless Service,
http://www.fcc.gov/pshs/services/911-services/enhanced911, [12/15/2011].
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Data Retention Directive with the aim of reducing the risk of terror and organized crime
[EPO6]. Additionally, commercial services are based on the availability of live mobility
patterns of large groups 2 or location-aware advertising [Kru10].

In general, law enforcement and commercial agencies exploiting location information have
two options for utilizing location determination in mobile telephony networks: an active
and a passive method. While active positioning yields immediate and more accurate re-
sults (e.g. through Uplink Time of Arrival [ GPPGO02]), there are additional costs involved
(e.g. network utilization) and thus, an incentive and dedicated target is required. This
method is usually used to track identified individuals in criminal investigations. For in-
stance, the police of North Rhine-Westphalia issued 225.784 location determinations on
2644 different subjects in 778 preliminary proceedings in 2010 [Min11]. Germany’s fed-
eral police forces initiated 440.783 so called silent text messages.> On the other hand,
with passive location determination techniques, all required information is generated from
normal communication with the subscriber’s mobile station, thereby causing no additional
costs.

In this paper we investigate the user’s possibilities to detect active location attempts and
we lay out a scenario in which a user takes measures to provide a false position. Fur-
thermore, measures for passive positioning methods are proposed which are capable to
reduce location determination accuracy and potentially obfuscate position information in
case of passive location monitoring. Finally, we evaluate and verify the location obfus-
cation method. For this purpose a test environment reflecting all components of a mobile
telephony network was developed and deployed. The resulting mobile network infrastruc-
ture is based on real-life hardware and open-source software in order to create a realistic
and defined environment which includes all aspects of the air interface in mobile telephony
networks. The network is fully functional and thus provides a defined and fully controlled
environment for analyzing all aspects of subscriber-provider interaction.

2 Localization Determination in Cellular Communication Networks

As an example we discuss the GSM infrastructure, because it is widely deployed and
recently software and analysis tools have become available. Its successors UMTS (3G)
and LTE (4G) still share most of its principal characteristics.

There is a variety of possibilities for determining a mobile station’s location from the
view point of the infrastructure, e.g., by Cell Origin with timing advance (TA) and Uplink
Time Difference of Arrival (U-TDOA) for GSM [rGPPG09].# While the latter method
requires sophisticated network infrastructure, Cell Origin and TA are available in any
network setup. However, both methods work without special requirements for the mo-

2Commercial traffic monitoring service, http://www.vodafone.com/content/index/press/
local_press_releases/germany/2008/tomtom_and_vodafone.html, [12/15/2011].

3Letter of the Federal Ministry of the Interior by request of a parliamentarian,
http://www.andrej-hunko.de/start/downloads/doc_download/
185-stille-sms—-bei-bundesbehoerden, [12/15/2011].

4For location determination options for UTRAN cf. [rGPPG10]
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bile station and achieve a positioning accuracy of up to S0 m for U-TDOA in urban areas
[SCGLO5].

Another (non-standard) method to determine a mobile stations’s (MS) location makes use
of measurement results. Usually based on databases built from signal propagation models
used during the planning phase of the infrastructure, this data can be used to create a
look-up table for signal measurements to determine the MS’s location. Based on the cell,
TA and received signal strength of the serving cell as well as the six neighboring cells,
Zimmermann et al. achieved positioning accuracy of below 80m in 67% and 200 m in
95% in an urban scenario [ZBL1T04]. With a similar method but more generic setup,
Peschke et al. report a positioning accuracy of 124 m in 67% [HUPO7].

While the mobile phone is in idle mode, network-assisted positioning is not possible. The
network either has to wait for the next active period of the MS (e.g. phone call, location
update) or has to initiate the MS’s activity. This can be done by transmitting a so called
silent message to the MS in order to force an active communication without raising the
user’s awareness. The procedure is used for instance by law enforcement authorities or by
location-based services based on cellular positioning [Min11].

2.1 Interference by User Controlled Mobile Network Stack

With the development of OsmocomBB?> GSM baseband implementation, the basic work
has been done for a fully user controlled mobile phone. For instance, such a mobile station
could be modified to log and expose the location data to its user that has been gathered by
the mobile communication infrastructure [RMB*11].

2.1.1 Active Location Determination

A fully user controlled mobile device requires software interfaces with a network stack
which controls and exposes signaling attempts (e.g. by detecting silent text messages).
However, such a signaling attempt does not provide information on the purpose of pag-
ing the mobile station. Hence, it is difficult for a subscriber to decide whether the paging
attempt is legitimate (i.e. incoming call or text message) or a (hidden) location determina-
tion attempt was triggered. Only after the device has reacted to the signaling the originator
and the purpose of the paging becomes visible. However, by answering to the signaling,
the mobile phone is getting active (i.e. sending network packages) and therefore a location
measurement unit is able to determine the MS’s position (e.g. through TDOA).

While active positioning requires a dedicated target and some costs, concealing the mobile
station’s location is also possible with some effort. Due to the usage of a full software
network stack, lower network layers could be decoupled from the mobile phone. By lever-
aging a second communication channel, the user and his mobile station can be at a different
place than the device running the physical layer and antenna, communicating directly with

5Opcn Source GSM Baseband implementation, http://bb.osmocom. org, [12/15/2011].
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the mobile network infrastructure. This way the location of an individual SIM-card can be
forged.

2.1.2 Passive Location Determination

In order to take over control on passive location monitoring, access to measurement results
and the occurrence of location updates is required. Especially the density of periodic
location samples makes a significant difference in the provider’s possible knowledge on
the user’s movement pattern and thus on the user’s present and future privacy risks. Such
a monitor feature enables the users to select a mobile telephony provider that requests
location updates less frequently or the user demands compensation for his or her loss in
location privacy.

A second step to improve a user’s location privacy is to reduce the observer’s observa-
tion accuracy (obfuscation). A possible way to blur the exact location is to send empty or
significantly altered measurement reports. Normally, the measurement reports include sig-
nal strength measurements of the surrounding BTS to support handover decision-making
during active connections. Since a periodic location update requires only a very brief com-
munication with the network, a handover between different cells is very unlikely. Thus,
sending measurements of neighboring stations is technically not always required. By re-
ducing the number of transmitted measurements the accuracy of the network’s position
estimation is significantly decreased. In the best case scenario (if no or false measure-
ments were transmitted) the accuracy is decreased to the cell of origin combined with the
timing advance parameter. To further decrease the accuracy of the estimated position, the
MS may send with a slight timing offset. Such offsets have a direct impact on the timing
advance calculation of the BTS. Consequently, this leads to an incorrect distance estima-
tion between MS and BTS. It is also possible to report a wrong MS transmission power
to the network. This influences any estimation the network draws based on the received
signal strength of the MS.

The combination of manipulating measurement results, timing advance and reported trans-
mission power makes it possible to conceal the actual position of the MS. Nevertheless,
the rough location of the MS is still available through the coverage area of the serving
BTS.

3 Evaluation Setup

To evaluate the proposed measures and their effects, a full mobile telephony network
testbed is required. Different scenarios can be tested without interfering with the pub-
lic network infrastructure.

The testbed consists of three basic components: the Mobile Network, the Testbed Serv-
ing Mobile Location Center (TB-SMLC) and the Mobile Stations. Figure 1 provides a
schematic overview on the structure of the testbed. In combination, these components al-
low us to analyze all aspects of the communication between network and mobile station in
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Mobile Station Database

Figure 1: Overview of testbed network and transmission of measurement results.

a realistic scenario. Since the testbed implements a standard GSM network, it can simply
be extended with standard GSM network components, for instance by the addition of any
arbitrary mobile station. In contrast to a software simulation, such a setup allows for direct
interaction with the network as a subscriber in order to get immediate feedback on status
and events within the network. Since complete control over all components in the network
is achieved, the subscriber’s behavior as well as the impact on the infrastructure can be
evaluated within the testbed. Special hardware and software is needed for the practical
implementation of the testbed. A detailed description of hardware components used and
the software implementation is given in earlier work [MWRv11].

3.1 Training Phase

A training phase is needed before localization can take place. For the training phase, a
person equipped with a GPS receiver and a mobile phone was continually walking within
the testbed’s covered area. While walking, the MS was working in dedicated mode, con-
tinuously generating measurement reports that have been stored by the BSC, respectively
the associated logging component. Each measurement report was assigned to its GPS
coordinates. In a second step, the resolution of the measured coordinates is set. Measure-
ments have been aggregated into tiles, with the size of the tile is the resolution of the map.
However, the tile size can be set arbitrarily to a certain degree [ELMO04]. An average is
commuted among measurements with coordinates within the the same tile. Finally, out-
liners have been removed using Grubb’s test [Gru69]. For our experiments the tile size of
8.52 m x 6 m have been chosen, which results in 6200 tiles for the covered testbed area. In
total 171654 measurements were recorded and analyzed.

Measured received signal levels are considered as gaussian distributed. During an exper-
iment with a stationary mobile phone 1500 MRs were created and analyzed. Results in
Figure 2 show the histogram of the experiment and a fitted normal distribution. A standard
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Figure 2: Histogram of observed received signal strength (RSS) of a stationary MS measuring a
single BTS versus scaled Gaussian distribution with ;1 =-88.5 and o =5.

deviation of ¢ = 5 dBm has been assumed throughout the localization calculation.

3.2 Interpolation

Since it is not feasible to take measurements for any place within the testbed coverage
area, interpolation is used to approximate the RSS for places with no measurements. For
this step, a Voronoi (or natural neighbor) interpolation was chosen because it shows the
lowest error margin and results in a smooth interpolation (except at data points) [SukOl1,
LPA10]. The coordinate for which interpolation is required (denoted as point V) gets
inserted into the Voronoi diagram. The resulting Voronoi region surrounding N “steals”
some area from neighboring points. The stolen area size is expressed as fraction of the size
of the Voronoi region of point /V and treated as weighting factor. For every measurement
point from which an area is stolen, the corresponding measurement is multiplied with
the weighting factor. Hence, the interpolated value for point N is the sum of individual
weighted measurements. Let a, b, ¢, d be the area size of the stolen areas by the Voronoi
region of point N, with n denoting the size of N’s Voronoi region, the interpolated signal
strength for point N yields to Ngss = = - Apss + % *Brss + 5 - Crss + % - Dgss.
An interpolated map is depicted in Figure 3.
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Figure 3: Interpolated GSM-map. The color denotes the receivable signal strength at that coordinate.

3.3 Location Determination

Localization calculation used is based on the Bayes’ theorem. For every tile [, , of the
GSM map and for every receivable BTS BT'S; with ¢ € 1...n and n denoting the number
of receivable base stations, the available information is a vector of the received level of
n base stations as RSS := (BTS4,...,BTS,) for the location (tile) of the MS. The
probability distribution for the received signal strength RS.S; is estimated using every
measurement observed within a tile: P(RSS;|l; ) = NV (u;Y,07Y). We assume a
Gaussian distribution of the signal strength measured in dBm. Figure 2 shows a histogram
of observed RSS values of a stationary MS. Signal strengths from different BTSs are con-
sidered to be independent. The mean ;" was already computed for every tile during
training phase by averaging and outliners” removal. The variance o;"¥ was chosen as
5 dBm, based on experiments (as shown in Figure 2).Usually, the network provides a list
of the neighboring cells to the mobile phone to be monitored during an active connection
in order to support a communication handover between two BTSs. In our testbed setup
only one additional BTS is located on the campus, leading to limited localization possibil-
ities. To cope with this shortcoming, we extended the neighbor list by adding additional
public GSM cells receivable on the campus. By this, the mobile phones measure signal
strengths of those other cells and sends the additional readings to the testbed network.

In order to locate a phone, the corresponding measurement entries are used from a pre-
recorded GSM signal map. An area based probability algorithm (ABP — «) is used for
location lookup [ELMO04, YAUSO03]. This group of algorithms return a set of the most
likely map tiles, matching the actual and predetermined RSS fingerprints controlled by
a confidence value o. The summed probability of the resulting set of tiles matches the
required confidence value. Hence, the a-value controls the trade-off between positioning
accuracy and methodical precision.
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Given a received signal fingerprint vector (RS.S), first we compute the probability at being
at each tile’s location [, ,, using Bayes’ equation

P(RSS|lyy) - P(lsy)

P
(L P(RSS) ’

RSS) =

(D

with P(RSS|l,,) computed as multiplication over the probability distribution of BT'S;
as

P(RSS|ly,y) = H /MRSS ﬂj\/;.x’ydRSS,

1€l..n

and V59 as the derived Gaussian distribution of the MS’s received signal strength of
BTS;.
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Figure 4: Results of localization experiments with different mobile phones. (a) “X” mark the lo-
cations on which localization were carried out. At some places three phones were used for testing
while on other places only a subset of the available phones were tested. (b) shows the resulting
localization error versus its occurrence.

A priori P(l,,) is considered to be equally distributed. Its value is the reciprocal of
the number of tiles within the map. The probability of the fingerprint vector RS'S being
measured within the GSM-map is calculated as

P(RSS)= Y P(RSS|ly) - P(lsy)-
rzeX,yeY

Equation 1 yields the probability of being at tile I, , given the fingerprint vector RSS.
Since we want to return an area with a given confidence-value «, the algorithm outputs
the top probability locations [, until they sum up to a. For our purposes a dedicated
LMU is not necessary since the required measurement reports are generated during normal
operation.
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Figure 5: Comparison of a localization results with different number of reported base stations. The
marked areas depict possible whereabouts of the mobile station. Fig. (a) shows the localization with
a set of two measurement, (b) shows a reduced set of four measurements and (c) a shows the result
of a full set of six measurements.

3.4 Evaluation

Localization accuracy of was measured based on thirteen different locations and a set
different mobile phones. In total, 33 experiments were done. A short phone call was made
with every phone and location. The actual coordinates were derived from a GPS receiver.
Localization error is considered as the distance between the GPS coordinate and the most
probable calculated location by the ABP-« algorithm. As shown in Figure 4, the average
position error is 67 m and a median error of 47 m. With this accuracy and the possibility
to locate any phone call originated in the past it is feasible to extract movement patterns of
the network’s users.

3.4.1 Effectiveness of Location Obfuscation

From the user’s perspective it is not possible to recognize if a phone call is or will be
localized. With common normal phones, a user cannot influence the creation and data
hold in a MR and is therefore incapable of regaining his location privacy.

With mobile phones running a user controlled GSM network stack it is possible to fabricate
and send false MRs. A strategy to regain location privacy would be trying to decrease the
obtainable localization accuracy. This goal can be achieved by sending only a subset of
the measurements of surrounding BTSs. Uncertainty in the position calculation rises with
With less information available for the ABP-« to process, the uncertainty in localization
rises. The results are shown in Figure 5.
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4 Conclusion

Until now, cellular telephony was built on self-contained infrastructure, i.e. all network
components were certified and especially users were unable to take over control over their
mobile equipments behavior. With the rising awareness of privacy issues, software based
mobile phone network stacks became available and thereby a new freedom degree for
mobile subscribers is introduced.

While slight modification on the mobile phone’s behavior will not impair with the general
functionality of the network. However, the network based location determination becomes
less reliable and trustworthy. First, attempts of law enforcement agencies are observable
by using an open and user controlled mobile station. Second, by modifying the mobile
phone’s behavior, reliability of location information is reduced to cell size or worse, since
explicitly false positions may have been generated.
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Abstract: In this paper we develop three ideas for possible scenarios in future living
environments. These ideas are based on technology which is present at the moment but
may be deficient or not used in living environments. This paper focuses on showing
possibilities, while knowing but neglecting actual practical problems. After introduc-
ing the potentials of physiological data, we present ideas for different scenarios. The
first is concerned with games, trying to neglect the age differences of users and even
up the difficulties in game-play. In the second scenario we show a concept for a sup-
portive kitchen utilizing a brain computer interface and gesture detection. In the last
scenario we present a draft for smart notification based on mental load. The ideas in
this paper are not limited to elders or handicapped people, but most of them can be
used to improve their lives.

1 Introduction

In future living environments many different users have to be addressed, when realising
a user interface. In addition a new complexity of controlling all the devices in a living
environment arises. Such a fusion of devices may lead to synergetic effects, but will also
induce higher demands on the user. In the following we explore the potentials of using
physiological data in the context of living environments. We explain several physiological
measures and show how these can be used for different ways of interaction. This paper is
structured as follows: After introducing the technology used and setting some fundamen-
tals, we present different more or less futuristic scenarios based on actual technology. In
the first scenario, differences in age and skills while playing computer games get neglected
using in-game adaptations based on physiological data. In the second we show an auto-
mated kitchen and how table top, gesture detection and brain computer interface (BCI)
technology can be combined and integrated. In the third scenario a concept for smart no-
tifications based on the user state will be presented. Finally we draw conclusions implied
by this paper.
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2 Background

Different physiological signals of a user can be obtained. In our work we focus on car-
diovascular activity, electrodermal activity and BCIs. In this section we present related
methods and devices.

(a) Chest strap with radio transmitter (b) ECG with 3 electrodes

(c) Portable EDA device with 2 electrodes (d) The Emotiv EPOC headset (left rear view)

Figure 1: The different devices used in this work for measuring the physiological data.

2.1 Cardiovascular Activity

The cardiovascular activity of a user can be measured with an electrocardiogram (ECG).
Several components of an ECG can be analyzed to determine the user state. The most
common used are heart rate and heart rate variability.

2.1.1 Signals and Measurements
Heart Rate The heart rate (HR) is defined as the number of heart beats per minute. The

HR can be affected by different factors like age, illness, physical training and breathing
[Man08]. It can also be influenced intentionally by the user.
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Heart Rate Variability To measure the heart rate variability (HRV), the time between
two R-peaks in an ECG is measured. The variability of this measured time intervals is
defined as the HRV. The HRV is one of the most used measures for determination of a
user’s mental load [SFMT01]. Several methods exist to conclude on this status [MBC196,
RSI98, Man08]).

2.1.2 Devices

To measure an ECG several devices exist; for example, stationary ECG devices, with 3
electrodes or more (figure 1b). The shown device needs a wired connection to a computer,
for submitting data online. The 3 electrodes have to be attached to the chest of the user
according to specific positions, depending on the chosen method of measurement. For the
purpose of measuring HRV and HR, heart rate monitors, commonly used in sports, are
applicable (figure 1a). An example setup, calculating the low frequency power spectrum,
is described in [SK10]. In comparison to stationary devices, heart rate monitors used in
sports are very comfortable to wear and allow wireless data transmission.

2.2 Electrodermal Activity

2.2.1 Signals and Measurements

Beside the cardiovascular measurements electrodermal activity (EDA) is one of the most
commonly used physiological measures. The signal arises from electrical changes on
the skin surface and can be split into tonic and phasic values [Bou88]. Tonic values are
represented by the skin conductance level (SCL). The phasic component is called skin
conductance response (SCR) and relates to certain stimuli. Every person shows a cer-
tain amount of non specific electrodermal reactions (NS.SCRs) per time. EDA is linearly
correlated with a persons arousal [Lan95] and stands for emotional reactions and mental
activity [Bou88].

2.2.2 Devices

The most common way of measuring EDA is by placing 2 electrodes on the palm. Devices
can be stationary or portable (figure 1¢c). EDA measuring in general is unobtrusive. Recent
work towards more comfortable devices led to the design of the Q-Sensor [PSP10]. This
device is wearable at the wrist like a watch. Additionally the next generation will support
wireless data transfer. This creates new opportunities for long term measurement in a
living environment while people can follow their daily activities.
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2.3 Electroencephalography

In this work we use electroencephalography (EEG) as base for a BCI. A BCI provides a
direct way of communication between a user and a computer. In this case, direct commu-
nication means without the detour of using any muscular movement. This direct link is for
some people (e.g. locked-in-patients) at this time the only possible way of communica-
tion with their environment [Moo03]. There are different approaches for obtaining signals
from the brain. At the moment the EEG-based approach is the most promising, not only
based on the fact, that it is the only portable one. A BCI can be used as an active and
passive interface. This differentiation is based on how signals can be influenced by the
user. An active signal needs a direct mental action produced by the user, such as focusing
an object or thinking of something special. A passive signal can not be influenced directly,
an example is the emotional state.

2.3.1 Signals and Measurements

P300 A P300 is an event related potential (ERP) and describes a wave of positive-going
scalp-recorded brain potentials. In detail a P300 is a complex of waves and consists at
least of a P3a and a P3b wave [Pol03, Pol07]. The first is best measured with frontal
and central positioned electrodes and has its peak in a range of 250 to 280 ms after the
stimulus. The second is best measured over parietal brain areas and has a task depending
latency of 250 to 500 ms [CMC*09]. In case of this work, the P300 is a response to
an infrequent, task-related stimulus, often evoked by using the oddball paradigm [SSH75].
The basic principle of an oddball paradigm is presenting a composition of high-probability
non-target elements mixed with low-probability target elements. The latter will invoke the
P300 response, which most likely can be detected after some repetitions.

Steady State Visually Evoked Potentials The steady state visually evoked potentials
(SSVEPs) are the brain’s response to a visual stimulation given at a specific frequency
[WZGG04, CGGXO02]. The response to this specific frequency is measurable as electric
activity in the same or a harmonic frequency [BPST03].

2.3.2 Devices

At the moment there are a variety of different electroencephalography (EEG) devices used
for BCIs. A useful subdivision for this paper is probably a division in portable and not
portable devices. All medical EEG devices are for stationary use and not portable while
recording data. Medical EEGs also disqualify in terms of usability, because of their com-
plicated set-up procedure, even if they have a better resolution. Non-medical BCIs are
primary used for gaming and marketing research. These BClIs lack in accuracy, but can be
used more easily. At the moment the Emotiv EPOC BCI (figure 1d) describes some sort
of compromise. The Emotiv BCI can be mounted in a short time by a single user and is
usable for more complex tasks, though some restrictions apply [PK10].
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3 Possible Interactions

Physiological data leads to new ways of interaction. In this chapter we show several pos-
sible interactions in the context of living environments.

3.1 Raise/Drop Heart Rate

A possible interaction is raising and dropping of the HR. Raising the HR can for example
be achieved by doing physical exercises. The raise of the HR could be used bound to a
specific time interval, so that the user has to raise the HR to a certain level, holding it for a
given time. Then the user has to calm down and relax, to achieve a dropping of the HR. To
ensure that a user does a certain amount of sports, a possible interaction for, example for
games or health applications, would be to raise the own HR to a certain level for a given
time. On the other hand the interaction to drop the HR could be used for relaxation.

3.2 Adaptation to Mental Load

Based on the HRV the mental load can be used as a passive interaction. The HRV can not
be influenced directly by the user. The mental load could be used as a part of the user state
to indicate if a user is under mental stress. Depending on the level of mental stress, the
user interface can adapt to this state. In contrast to many other possibilities of measuring
the mental load, measuring the HRV does not require a direct user interaction.

3.3 Adaptation to Arousal

An increasing number of specific electrodermal reactions per time frame indicates a change
in the user’s arousal. As succeeding SCRs add up, the overall EDA signal is increasing if
a user is exposed to continuous stimuli. While relaxing the signal drops back to a certain
baseline.

3.4 Selection

When using an EEG-based BCI a selection mechanism can be implemented at least in
two different ways. The first is utilizing the P300 waves and the oddball paradigm, the
second is by using SSVEPs. If using the first way the principle is the same used in a P300-
Speller [FD88, PK10]. The focused object gets selected by flashing empty spaces or spaces
surrounding objects in contrast to flashing the surrounding space of the chosen object,
which evokes a P300 response. This works for physical and virtual objects [YDTS10].
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The approach based on SSVEPs highlights all objects of the selection at once, but uses
different flashing frequencies for each highlight. The flashing frequency of the object
focused by the user produces a measurable response in the brain. The given response
consists of brain activity in the same or a harmonic frequency as used by the stimulus
[BPST03]. Both approaches can be used to implement a selection.

4 Possible Scenarios

In this chapter we introduce some scenarios based on physiological data. These scenarios
are a selection based on our previous and recent work.

4.1 Adaptive Age Neglecting Games

People in living environments are of different age and have different knowledge and pref-
erences regarding entertainment technologies. Therefore playing together or using game
based learning, targets different audiences, sometimes even at the same time. Physiolog-
ical measures can be used to cope with the differences. They provide input for creating
more adequate and constantly modulating experiences, specifically tailored to the users
needs and interests. The task is to detect and interpret the user state in order to create a
supporting or challenging response of the system.

4.1.1 Adaptation to Player Status

The usual way of adapting a game to its player is by calculating the game performance
based on game statistic values. According to this approach the game can react to the fact
that a player is rather successful in achieving certain goals. However this method does not
take into account the player’s status. A high performance level can either be a result of
constant stress (the player is nearly at his skill limits) or mental underload (the player is
not challenged sufficiently). In contrast physiological feedback can adapt the game more
specifically and can therefore be way more effective than performance feedback [RSLOS].
Additionally the quality in game adaption through physiological feedback is independant
of the amount and quality of statistic values available through the game context. Findings
of our recent work [Reil 1] show that the implementation of a smartphone game based on
physiological data results in an individually adapted gameplay. A significant difference
in EDA measurement was detected by comparing the adaptive game to a version without
integrated physiological feedback. In case of the non adaptive version the plotted EDA
value of each player tends to rise. The adaptive version shows a more flatened and in
clonclusion adapted EDA curve.
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4.1.2 Scenario

In this scenario, two people with different gaming experience and of different age play a
multiplayer game on separate devices. One player has no experience with the game device
or with gaming at all. The other player is an experienced player, enjoys playing games on
different platforms and uses the device on a daily basis. Normally this leads to frustration
on the side of the inexperienced player and boredom on the side of the gaming enthusi-
ast. Therefore the game has to adapt to the divergent characteristics of the players. To
achieve this, physiological parameters of both players are used as additional input modal-
ities. Based on these measurements a feedback controller in the game can interpret and
react to the current user state. The resulting reaction of the system is generated through
visual, acoustical or haptic feedback. This feedback influences in turn the physiological re-
actions of both players. A so called closed feedback loop is generated [PBB95]. The game
can support the inexperienced player while exposing the gaming enthusiast to greater chal-
lenges. It compensates the differences in learning curves and adapts to constantly changing
demands.

4.2 A BCI extended On and Around the Surface-Tabletop Kitchen

At this point, we create a kitchen scenario, which is possible today. In this kitchen we
combine elements from more than four different disciplines, which are normally separated.
The main elements are borrowed from classical table top, gesture recognition, automated
(self organized) storage and transport systems and BCI.

4.2.1 The Main Kitchen Elements and their Advanced Functionality

The Counter Top In this scenario the counter top is a large table top. We assume the
counter top as a large display, where information can be shown on every free, uncovered
spot. This can be realized through hidden projectors mounted under the kitchen cabins or
by integration of displays into the counter top.

The Kitchen Cabinets The cabinets are much alike normal kitchen cabinets, except all
cabinets are connected and have continuous shelves. Dividing walls on the inside have
been removed. Somewhat special is an elevator system, which connects the shelves of the
cabinets to the counter top. This elevator system can be realized as some sort of gripper
system or as a traditional elevator system. The first is more complex, but can be useful for
other purposes. The refrigerator should be constructed and integrated in the same manner.

The Storage and Transport Units Everything that is stored in the kitchen cabinets is
stored in mobile storage units. These storage units consist of two elements. The upper
element is a nearly normal kitchen storage container, maybe like the famous Tupperware
containers. The bottom element is basically an autonomous transport unit. The main
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function of this unit is to transport the storage unit on a given path through the system. To
avoid getting stuck or collision problems, the whole unit should be as rounded as possible.
As an extension, every transport unit is equipped with a kitchen scale to gather weight
information. Each transport unit is connected to a central control unit, which organizes
and controls the movement of the units and all other actions taking place in the kitchen.

The Central Control Unit All control, organisation and communication tasks concern-
ing the kitchen are handled by the central control unit. This unit delegates as much work
as possible to autonomous self-organized units, like the storage and transport units. Some
tasks are handled directly by the central unit or are only supported by other units. An
example for a central unit task is keeping track of the supplies, based on the kitchen scales
data transmitted by the transport units and the best-before date gathered when supplies
enter the system.

The User The most important part of the system is the user. This scenario can be seen as
a support system for users with constrained movement, but it can also be seen as a system
of comfort. However, the user in this scenario has a special feature, the user is wearing a
portable (EEG-based) BCI.

4.2.2 User Perspective: Support for a Rather Normal Cooking Task

At first the user chooses a recipe. A selection of possible dishes will be presented by the
central system at the nearest free space on the counter top near the user. The selection
is based on the availability and weight information provided by the storage and transport
units. After completing the selection, the chosen recipe, including a timeline, will be
projected next to the hob. When the recipe is chosen the system starts arranging the needed
supplies at the counter top. The directly needed supplies are arranged within reach around
the hob, while the later needed supplies and possible alternatives are arranged within sight.
If there are more than one eligible supplies within sight, a selection can be made based on
a combination of on and around the table gesture recognition and a BCI. The selection is
divided into two parts. In the first part a group of supplies is identified by a long distance
pointing gesture [HLL™12]. In the second step the user picks the required unit using a BCI
based selection. Depending on the circumstances a P300-based [YDTS 10, PK10, FD88]
selection or a SSVEP [WZGG04, CGGXO02] approach can be used.

The selected unit will be moved within reach immediately. It is possible to distinct be-
tween a selection for usage, transporting it to the cooking area and just gathering some
information about the ingredients without moving the transport and storage unit. This can
be done by using a pull-gesture (gathering information) or a pick-gesture (selecting as in-
gredient) after completing the selection [HLLT12]. After usage, the storage units move
out of direct reach, but stay within sight. When the cooking is finished the storage and
transport units move back to their storage positions in the kitchen cabinets.
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4.2.3 Central System Perspective: Hidden Background Tasks

The first task for the central system is to analyse the available supplies and present possible
recipes based on this data. After a recipe is selected, the system has to coordinate the
movement and the ordering of the transport and storage units from the storage spaces to
the counter top. This can be done easily with reserved fairways and parking lots used as
shunting routes. Storage systems of this kind can be found nowadays in pharmacies or
warehouses. Depending on the realisation, the central system can pass some tasks to the
autonomous or self organized transport and storage units. All the ingredients of the recipe,
which are not for direct use, taken as possible alternatives or for spicing up, are placed
within sight but not within range of the cooking area. The cleaning, especially after the
cooking, can be supported by autonomous hoovering and wipe robots.

Special Cases and Side Effects In this scenario we concentrated on transport and stor-
age units for ingredients, but they can also be used for dishes, cutlery, pots and pans. The
system works similarly with respect to the weight and size of the object. A positive effect
could be an automatic ordering system if some supplies are depleted or expired the best
before date. It is also easily possible for the system to make order suggestions based on
the actual offerings of the preferred supplier.

4.3 Smart Notification

Notifications can have a different level of importance or can occur in different situations.
In some situations it might not be appropriate to notify the user about an unimportant
message. In our scenario we describe how the state of the user for a notification system
could be determined. Furthermore we will describe what ways of notification could be
used in a living environment.

4.3.1 User State

Different possibilities for determination of the user state exist. As described in 3.2 the
mental load can be determined by HRV and used for adaptations. Other possibilities to
determine mental load are pupil dilatation [IZB04], questionnaires or performance mea-
surements. Physiological measures have the advantage, that they are unobtrusive and do
not need interaction by the user. Questionnaires have the disadvantage that they interrupt
the user during the task. Performance measurements need interaction on a task [SFMO00].
Today many HRV sensor devices are comfortable to wear, like the chest strap used in
[SK10]. Most likely they will get even more comfortable in the future. For example it
could be possible, that measures like temperature or HR are collected by a patch on the
skin or a tiny chip under the skin. To improve the determination of user state, context
information, e.g. if the user is moving, is needed. For this context information the sensors
of mobile phones or a motion tracking of a person could be used.
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4.3.2 Ways of Notification

In living environments notifications are not limited to one device. In our previous work
[SSK11] we describe an email notification icon changing its highlighting and visual ap-
pearance. In this case the icon is in the system tray of a Windows desktop computer and
HRYV is measured. A first study was conducted and showed a correlation between time
needed to recognize the icon and mental load based on HRV. Another realisation of a noti-
fication system based on the interruption level of the user was realized for mobile phones
[CV04]. These examples and ideas can be carried on for living environments. In our
following scenario, we describe how the notification of an important email or any other
message could be done under different levels of mental load in a living environment. In
this scenario we distinguish between high and low mental load.

High Mental Load Based on the position of the user in the living environment the way
of notification could be chosen. With the help of person tracking or eye tracking, a notifi-
cation could be displayed at the current position and it could be determined which way the
user was looking. For example, instead of showing a notification icon for a very important
email on the system tray of the desktop computer, the notification could be shown on the
display of the refrigerator in the kitchen, if the user is in the kitchen. In the same way, the
notification could be in the form of a voice notification, if the user has a high mental load,
and would not recognize the notification in any other way or is not near any device that
could display the notification. The intensity of the notification can be adapted to the level
of mental load.

Low Mental Load When the mental load of the user is low, a simple notification is
appropriate. Similar to the scenario for high mental load, the position of the user can be
used to choose the device for displaying the notification. In contrast to the high mental
load scenario a visualization with a low intensity should be sufficient.

5 Conclusion

Physiological data has great potential in living environments, even if there are some lim-
itations. We proposed several possible interactions based on physiological data in the
context of living environments and introduced different scenarios where they prove to be
beneficial. Our previous work concerning physiological data in games [Reill] and for
notification [SSK11] support this statement. In the context of physiologically enhanced
gaming it will be possible to compensate the differences of age and experience in gaming.
This can open the field of gaming to new groups of users, which could not participate
because of their lack of skills. As research in adaptive gaming evolves, physiological data
as additional or even as main game control can help to integrate disabled people who are
nowadays unable to use standard controls. We proposed a system for notifications which
adapts to the user state, e.g. mental load. This addresses the heterogeneous user group in
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living environments. Reaching the targeted user without distracting the surrounding users
stays an open problem. By fusing physiological data and especially BCIs into the living
environment the environment gets more sensitive to its user. Additionally, uncomfortable
situations can get more comfortable, not only for handicapped persons. A current usability
problem is the mounting of the measurement devices. We strongly believe, that the stand
alone systems, as they currently exist, will not survive in future. Most of the nowadays
separate systems will fuse into ubiquitous support systems. In this matter, important el-
ements concerning the acceptance of such systems will be usability, especially a simple
configuration and a trustworthy handling of sensible user data. This will result in better
system usability and more capable computer systems which will result in enhanced quality
of life.
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Abstract: We present “Goal-snapping”, a novel approach for applying snapping tech-
niques to tangible and multi-touch interfaces. It can be used to support users in accom-
plishing basic tasks such as aligning, sorting or grouping of virtual objects. As using
snapping on large surfaces poses challenges in interaction design, we identify and dis-
cuss according parameters in Goal-snapping. For sorting and aligning, we propose
to use snappers that attract objects within a target zone and visually arrange them to
present an overview. For exchanging objects among users, we propose that each user
has a target snapper that acts as a goal to which objects can be flicked. A user study
has shown that although participants embrace the use of snapping to automatically
group objects in a sorting task, snapping does not accelerate the completion time and
increases the error rate by accidently snapped objects. In a long distance positioning
task, the use of snapping significantly increases task completion.

1 Introduction

Tangible user interfaces (TUI) make use of real-world objects to interlink between a virtual
and the physical world by allowing to detect physical artifacts (so-called props). TUIs can
utilize a person’s interaction capabilities with real-world objects in order to manipulate
digital information. Multi-touch interfaces allow to detect multiple simultaneous touches
on a display. This enables to use specific multi-finger gestures and interaction techniques
[LPST06]. The combination of TUIs and multi-touch interfaces constitute the field of
hybrid surfaces (for instance, in [TKRT08]).

Hybrid surfaces have a large potential for being employed in future living environments
as they are able to seamlessly enrich peoples surroundings with ICT. For instance, elderly
people can use this technology in order to communicate and stay in contact with family
members as these user interfaces allow for natural communication and sharing of artefacts
in remote collaboration ((MHPWO6] gives an example). Families can gather around an
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interactive surface integrated in a table in order to manipulate documents such as photos
or play games ([SCH'06] provides an example). As these user interfaces possess the
potential to make interactions more intuitive, more natural and easier to grasp, hybrid
surfaces can provide in particular an easy access to complex information systems, their
configuration and administration. Users could, for example, facilitate these interfaces to
specify the security policies for their private IT-sphere through sorting priorities that are
visually represented on a hybrid surface.

Sorting or grouping are basic tasks that need to be supported on such hybrid surfaces. Since
these surfaces might become large or could be operated from a distance, an additional basic
task will be long-range positioning that enables users to comfortably use the complete
surface for sorting and grouping. In this paper, we introduce a new user interface (UI)
technique we call Goal-snapping that can be applied with hybrid surfaces and provides a
novel realization alternative for the three basic tasks mentioned. It contributes not only
to the easy and safe usage of the private communication and information infrastructure;
it mirrors also the abilities of self-organizing and self-adapting I'T-systems as it supports
users in organization and adaptation tasks.

Goal-snapping builds on the commonly used method of snapping. Snapping refers to
different techniques in various application fields. In general, it has been introduced in
[BS86] as application-based assistance to place and align virtual objects or cursors on a
display and has since then been thoroughly investigated for mouse and keyboard-based
user interfaces. Goal-snapping employs snapping in target zones that automatically attract
virtual objects that remain within the boundaries of that zone.

We show how to employ Goal-snapping to assist users in sorting and grouping tasks on
interactive surfaces. Target zones can attract objects that have been dragged or flicked to it
and arrange them clearly in piles in order to provide an overview of the documents. We also
show how to use Goal-snapping to facilitate long range positioning tasks. If several users
work together with shared documents on the same surface, users might want to exchange
documents with each other. Due to the size of larger interactive surfaces, users may not be
able to reach all regions from their location. Thus, for instance, each user can have their
own Goal-snapper to which other users can flick documents.

This paper contributes an in-depth consideration and evaluation of design and interaction
issues of Goal-snapping. For evaluation purposes, we conducted a user study with 20
participants allowing us to give qualified statements about the impact of alternative design
aspects on Goal-snapping.

2 Related Work

In the area of multi-touch and tangible interface computing, snapping can be used for dif-
ferent purposes. [NBBWO09] empirically evaluates interaction techniques for translating,
rotating and scaling single objects on a multi-touch surface. Here, snapping is used for a
more accurate alignment of objects. Hancock et al. also present techniques for the rotation
and translation of virtual objects on a tabletop system [HCV+06]. They discuss the role
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of snapping and state that snapping could simplify the alignment of objects to one another.
Still, they only discuss the possibility and suggest that it could be used in systems that em-
ploy any of their techniques. [SCH"06] introduces a technique to move virtual objects to
related groups. Here, snapping is realized in combination with arrows that appear close to
objects that can be added to a group. When tapping an arrow, the related object is moved
to the according group. This concept is based on existing textual metadata, describing the
photos and videos. Therefore, it assists the users by offering only certain target groups
for an object. However, it does not support grouping and sorting tasks where no prior
metadata has been defined. In [AB06] Agarawala et al. describe the use of snapping in a
virtual desktop environment that can be manipulated by pen-based interaction. Objects on
the virtual desktop can be grouped together by tossing them towards piles. Still, they nei-
ther describe their snapping approach in further detail nor do they evaluate it empirically.
[RGS™06] introduces flicking as a long-distance positioning technique for a pen-based
interactive surface. However, they do not investigate how flicking can be employed on
multi-touch surfaces in combination with snapping.

3 Goal-Snapping

We now introduce the properties of our Goal-snapping concept. First, we give a definition
of Goal-snapping and introduce the related terminology. In section 3.2, we discuss various
design issues for a concrete realization of Goal-snapping.

Snappables

Figure 1: Basic Goal-snapping concept including a snapper object with it’s related snapping-area
and snappable objects which can be snapped torwards the Snapper

3.1 Basic Concept

For the basic concept of Goal-snapping we regard two different kinds of Ul elements,
namely “snapper” and “snappable”. Figure 1 illustrates this concept: Similar to the func-
tionality of a magnet that attracts a piece of metal, a snapper attracts snappable objects.
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If a snappable object comes within range of the “snapping area”, the snappable is being
snapped by the related snapper. An essential aspect of Goal-snapping is that an object is
either snapped by a snapper or not at all. This means that once a snapping is detected there
is no way to interrupt this process. Furthermore, the snapping scope is locally restricted to
the snapping area only. In the scenario in Figure 1, snappables 2 and 3 would be snapped
by the snapper while snappable 1 would not be snapped.

3.2 Design Issues of Goal-Snapping

Our basic definition makes neither suggestions about how a snapper object is represented
on a hybrid surface nor what further properties it may have. As a result, the introduced
concept for Goal-snapping leaves space for various design decisions when considering a
concrete realization. In this section, we identify several design parameters that have to be
considered when implementing Goal-snapping and give design advices where appropriate.

3.2.1 Snapper Design

The snapper itself can be represented graphically or by a physical object. For instance, the
snapper in Figure 1 is a graphical object that has a circular shape. Alternatively, a physical
prop of an arbitrary shape (for instance, in the shape of a magnet) could be employed. In
order to create snappers, there are several possible approaches. For instance, they could
be created automatically when an application starts or manually by a user. A user could
perform a gesture to create a snapper under their fingers. If a prop is employed, it can
be simply put on top of the interactive surface to activate its snapping behavior. After the
creation of a snapper, it could also be possible to move a snapper around or to change its
size.

3.2.2 Designing the Snapping Area

Similar to the snapper, the snapping area can have different properties regarding size,
shape and behavior. As a snapper resembles a magnet that attracts virtual objects, it is
recommendable to use a circular snapping area to represent the snapper’s magnetic field
that usually has spherical characteristics. The snapping area size defines the strength of the
snapper’s magnetic field. Hence, the snapping area needs to exceed the snapper’s bound-
aries. At runtime a user could be allowed to enlarge or shrink the area. The snapping area
needs not necessarily to be visualized. Basically, a visible snapping area could be useful
as to ascertain users when they have moved an object into the boundaries. Alternatively,
snapping areas could only be displayed at a certain moment. For instance, if a snappable
approaches a snapper, the according area could be faded in. Furthermore, the area can
be visualized with different aspects concerning alpha, color or texture. If an object enters
overlapping snapping areas, the conflict to which snapper it will be moved needs to be
settled. Normally, the object should be attracted to the snapper to which center it is nearer
or which has the stronger “magnetic field”. Alternatively, snappers with overlapping areas
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could reject each other like they had the same magnetic poles in order to prevent areas
from overlapping. However, this will be rather complicated to establish if the snappers are
physical props.

3.2.3 Designing the Snapping Process

This section discusses aspects of the actual snapping process that can comprise up to three
phases. In the first phase, a snappable object is recognized, in the second phase the snapper
attracts it and finally in the third phase — the after phase — the object may be automatically
arranged and grouped within or manually removed from the snapper.

In the first phase — the recognition phase — of the snapping process the snapper will decide
if an object that resides within the snapping area’s boundaries will be attracted to the snap-
per. In order that a snappable object will not be pulled from a user’s hand while dragging
it, interaction with the object must be finished. Basically, each snapper attracts all kinds
of snappables. For instance, if snappables are geometric objects like squares and circles
with different colors, a snapper does not discern between shapes and colors it recognizes.
However, it is conceivable that snappers attract only certain snappables. For instance, in
a tabletop application in which different kinds of documents like photos and videos are
used, a snapper could deliberately attract only photos and not videos. For instance, a tool
set of prop snappers could be provided for a TUI that provides Goal-snappers with dif-
ferent behaviors. Alternatively, a user could configure constraints for a standard snapper
to create custom behavior. If an object has been recognized in the first phase, the snap-
per attracts it in the second phase. In order to clarify the attraction process, the attraction
process should be performed in an animated movement. In the third phase the snapper
may automatically group, arrange and process snapped objects. For instance, if a snap-
per has attracted different kinds of documents like photos or videos, the snapper should
group each kind of document in a pile. Within the piles, miniatures of snapped documents
give a visual cue, which documents have been snapped. Additionally, miniatures provide
interaction affordances that allow manual removing of accidently snapped objects. Addi-
tionally, it is conceivable to provide a possibility to release all snapped objects at once, for
instance, with a shaking gestures on the snapper. The snapper could be coupled with fur-
ther program logic. For instance, it could be thought of a shrink snapper that automatically
downsizes snapped documents.

Summing up, Goal-snapping brings the basic snapping concept to hybrid surfaces. Due
to the extended properties of interactive displays, compared to a classical desktop, Goal-
snapping also implicates a vast design-space for concrete application scenarios.

4 User Study

We carried out a user study to make qualified statements about the Goal-snapping concept.
20 subjects participated (13 male, 7 female), who were aged between 20 and 28 years
(25.15 years in average). 95% were familiar with using touch sensitive interaction devices
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like a touch pad, 100% were familiar with using single-touch display devices like a public
ticket machine, 65% were familiar with using multi-touch display devices like multi-touch
enabled mobile devices and 45% were familiar with hybrid surfaces.

We created two different test setups to consider different aspects of the Goal-snapping
concept. The first task consisted of a general grouping task where objects had to be sorted
into pre-defined target areas. The second task took place in the area of collaborative work
and tangible user interfaces. Here, we analyzed how Goal-snapping can support the posi-
tioning of virtual objects over a long distance.

The study was carried out on a hybrid surface called “TwinTable” that we have developed
(see Figure 2). Its projection area has a size of 80x45 centimeters where a full HD reso-
lution (1080p) is provided. The TwinTable supports multi-touch and tangible interaction.

4.1 Testl: Evaluating Object Grouping

In the first test, we examined the performance of Goal-snapping for the task of grouping
virtual objects into pre-defined target areas. For this purpose, we compared the grouping
task for snapping and non-snapping areas and tested it with different combinations of
interaction techniques.

Snappr Snapping-Area

(a) The Twin Table consists of a hybrid surface and a  (b) Goal-snapping without (left) and with snapped ob-
passive display jects (right)

Figure 2: (a) Our Twin Table (b) Our realization of Goal-snapping

4.1.1 Snapping Design

We designed the snappers as circular objects with a circular, surrounding snapping area
(see Figure 2). The participants generally could not move snappers. As long as a par-
ticipant dragged an object over a snapper, it did not attract the object. Only if an object
was dropped within or flicked to the boundaries of a snapping area, it was snapped. If the
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snapping process had triggered, the object was arranged in the snapper according to Figure
2. As illustrated, snapped objects were stacked together and squares, circles and triangles
were arranged in different rows. Snapped objects could also be removed from a snapper
by using drag & drop interaction.

4.1.2 Test Setup

The object grouping test consisted of five different tasks. At the beginning of each task,
four target areas in the colors red, yellow, green and blue and 40 objects each with a
random color out of red, yellow, green, blue and a shape out of square, circle, triangle were
automatically positioned at random positions on the surface. This initial arrangement of
target zones and objects was realized in a way that none of the objects were overlapping
each other. Figure 3 shows an example distribution of target zones and objects at the
beginning of a task. The 40 objects had to be grouped into the four different target zones
according to their color. The different shapes of the objects indicated diversity among
them, but did not have to be regarded for the tasks. The test scenarios differed slightly
regarding the characteristics of the target zones as well as the allowed interaction with the
objects. As different characteristics of the target zones were “passive target zones” (areas
that did not snap), “snapping target zones with visible snapping area” and “snapping target
zones without visible snapping area”. These different target types are illustrated in Figure

' Location of the subject

(a) A typical setup of target zones and objects right  (b) Passive target zone (left), snapping target zones
after the beginning of a tests scenario with visible snapping area (middle) and snapping tar-
get zones without visible snapping area (right)

Figure 3: (a) Setup of the first test (b) Target zone designs for the user test

To evaluate the influence of flicking on grouping with Goal-snapping, either “drag & drop”
or “drag & drop and flicking” interaction was allowed in the tasks. The subjects were
allowed to use both hands and any number of fingers of each hand. This enabled to drag
or flick more than one object at a time. If an object had hit the border of the interactive
surface, it was automatically rebounded. The table in Figure 4 shows the five test scenarios.

The participants had to perform the tasks in random order to compensate for training ef-
fects. Prior to each scenario, the upcoming kind of target areas and the allowed interaction
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Test Target Drag&Drop Flicking Snapping-Area

Scenario Zone enabled enabled visible
1A | Passive Yes No Not Available
1B | Passive Yes Yes Not Available
1C | Snapping | Yes No Yes
1D | Snapping Yes Yes Yes
1E | Snapping | Yes Yes No

Figure 4: Properties of the five test scenarios for color grouping tasks

were introduced to the participants.

Within each scenario, the color grouping task could be performed with any of the enabled
interaction techniques. The time to complete each task was measured. Although the snap-
pers had different colors, each snapper attracted every object within its snapping area no
matter which color or shape it had. The number of objects that were temporarily sorted
into wrong snappers was recorded. After the five tasks participants had to fill-out a ques-
tionnaire. The questionnaire mainly consisted of questions that had to be answered based
on a semantic differential scales and on Likert scales, each having seven items. Also, the
different target area types had to be ranked by the participants according to their prefer-
ence. Finally, the participants were asked to give additional textual feedback.

4.1.3 Results

Regarding the measured completion time, we could not make any significant observations
about an acceleration of task completion caused by snapping as compared to non-snapping
target zones. The completion times are illustrated in Figure 5. The data we gathered on
accidentally wrongly snapped objects leads to more significant insights. Here, we could
verify that with snapping target zones, flicking increases this error rate. This could be
proved as well for the snapping target zones with visualized snapping area (binomial test,
p <0.02) as well as for snapping targets without visualized snapping area (binomial test,
p <0.01). The corresponding data is shown in Figure 5. Furthermore, we could perceive
from the questionnaire that the subjects clearly preferred snapping target zones as com-
pared to passive target zones for object grouping (binomial test, p <0.01). Additionally,
participants found the grouping of objects into snapping target zones more comfortable as
compared to grouping into passive target zones (binomial test, p <0.01). The visual feed-
back, that the snapping target zones offered, gave the participants a stronger impression
of actually having added an object to a group (binomial test, p <0.01). The automatic
arrangement within the snapping target areas was perceived as more clearly arranged than
the arbitrary arrangement within non-snapping target zones (Wilcoxon signed rank test, p
<0.01). We regarded flicking to be helpful for sorting objects into snapping zones if the
participants chose one of the two most agreeing items of the seven items on the Likert
scale. We could verify that flicking is helpful (binomial test, p <0.01). However, it could
not be verified that snapping was regarded as helpful for the grouping task.
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Grouping Task Completion Time Grouping Task Error Rate
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(a) Completion time in seconds for the object group-  (b) Number of objects that were temporarily sorted to
ing tasks a wrong target group

Figure 5: Measured data from the color grouping tasks

4.2 Test2: Evaluating Long Range Object Positioning

In contrast to object grouping, the second test focused on long range positioning of objects
into a target that is out of a participant’s reach.

4.2.1 Snapping Design

The snapping design for this test was almost equal as for the object grouping test. As
it was not important to permanently group snapped objects, we changed their handling
in the after phase. Snapped objects had been moved to the center of the snapper in an
animated movement and were faded out afterwards. Additionally to the target zone types
from the first test (Figure 3), we also employed props as snapping targets (Figure 6). These
physically represented snappers were designed similar to virtual snapping zones.
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(a) Physical props as snapping target zones — with and ~ (b) The setup for the long-range positioning scenario
without a visualization of the snapping area

Figure 6: (a) Snapping Props (b) Setup of the second test
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4.2.2 Test Setup

The setup for this test is illustrated in Figure 6. Participants had to flick objects into target
areas on the opposite side of the table. In order that tall participants could not just bend
over the table and drop objects into the