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Abstract 

The topic of audio engineering in virtual reality is relatively unexplored. We introduce an approach for 

manipulating sound and music in space, oriented towards amateurs using a VR head-mounted display 

and hand-held motion controls. An exploratory usability test shows that in our application spatial audio 

is well received. However, in the future we would like to improve the interaction design with regard to 

the recording functionality. We assume that we are at the starting point of a broader research interest in 

spatial audio engineering in VR due to the increasingly affordable hardware. 

1 Introduction 

Audio engineers manipulate the recordings of artists by using analog or digital mixing tables 

and sequencers. Over the course of a few years virtual reality (VR) has become a more 

common form of interactive visualization (Statista GmbH 2016). VR allows users to experi-

ence virtual three-dimensional space via stereoscopic representation and head tracking. In 

this study a VR head-mounted display (HMD) and motion controls are used for an audio 

engineering application, oriented towards amateurs with focus on spatial sound. By using 

motion controls, inexperienced users should be able to easily change the location of sound 

sources in a virtual environment. The process of editing is supported by visual and audible 

feedback. 

While there are many articles examining audio in augmented and virtual reality (e.g., Härmä 

et al. 2004; Lentz et al. 2007; Zhao et al. 2016), the topic of audio engineering in VR is rela-

tively unexplored. The idea to use gesture based motion control input for audio engineering 

was already explored (Drossos et al. 2013; Kumbeiz & Hlavacs 2014). However, in these 

cases the users were not provided with the precise controls that we intended to implement. 
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2 Materials and Methods 

2.1 Utilized Hardware and Interaction Techniques 

The prototype was built with Unity 3D 5.34 (Unity Technologies 2016) and uses the Oculus 

Rift DK2 HMD (Oculus VR LLC. 2016) as well as Razer Hydra (Sixense Entertainment Inc. 

2016) game controllers (Figure 1). The game controllers represent the user’s hands and are 

used to change the position of the sound sources through direct manipulation (cf. Shnei-

derman 1983). The sound sources are visually represented as cubes with an image of the 

instrument that is played. Imitating the human process of grabbing and placing things, users 

press the trigger and move the controllers to move the cubes. The cube shape was chosen as 

an analogy for building blocks, utilizing something familiar for inexperienced VR users. By 

pressing any button on the top of the controller the hand changes visually from a grabbing 

gesture (Figure 2 - left) to a pointing gesture (Figure 2 - right). The user can now start and 

stop sounds by aiming the virtual index finger at the desired sound source and pulling the 

trigger. To assist the user with the aiming, a virtual laser pointer beam is shown, starting 

from the tip of the index finger. Pressing any button on the top again toggles the gesture back 

to its original state. We visualized those features with different gestures, so that inexperi-

enced users have a clear distinction between those two control modes. With the HMD being 

a closed environment, the user cannot see the controllers. 

Additionally, we used stereo headphones, enabling the user to receive audible feedback 

based on head movement. To achieve that, we utilized the internal audio handling of the 

Unity game engine. With headphones the user can determine the direction the sounds are 

coming from, which is not possible with a stationary stereo speaker setup. 

  

Figure 1: Application setup 

 

Figure 2: Gestures of virtual hands. 

Left: Grabbing pose. Right: Pointing pose. 

With the prototype the user is able to compose an audio track based on predefined sound 

sources. Upon application startup the user is located in a virtual room with different interac-

tive sound sources in front of him/her as well as a virtual record button and a virtual play 

button. These buttons resemble those of a tape recorder. The user can interact with the sound 

sources using the game controllers. The interaction comprises repositioning, playing and 
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stopping audio. Once the user is pleased with the position of the sound sources, pressing the 

virtual record button by grabbing it starts the recording. While recording, the user can start 

and stop sound sources as well as move them around. Each action is saved until the recording 

is stopped by pressing the record button. The recording can be replayed by pressing the green 

play button. An example screenshot is shown in figure 3. 

 

Figure 3: Screenshot of the prototype.  

A: Representation of inactive sound, B: Representation of active sound,  

C: Record button, D: Play button 

2.2 Exploratory Usability Test 

For an exploratory usability test, we used a combination of a think-aloud protocol and an 

observation, followed by inquiring further feedback from the participants to explore how an 

amateur sound engineer would use and assess our approach. The prototype was tested by a 

group of six users, who were inexperienced in audio engineering applications. The partici-

pants were given an introduction to the basic functionality of the game controllers and the 

idea that the software is intended for recording spatial audio. Afterwards the participants 

tried the software out for a short amount of time in order to get familiar with the controls. 

Then the recording action was explained to the users and they were asked to record an audio 

track with the given sound sources. 

3 Results 

We found that all participants quickly understood that the sounds were mapped onto the 

cubes. They had no problem with grabbing and placing the sound sources. At first, one par-

ticipant had difficulties using the virtual hands, because the positions of the game controllers 

are not exactly mapped to those of the virtual hands. Most of the participants had no problem 

understanding how to play and pause the sound sources, but were not able to aim correctly. 

One participant had difficulties to switch the control mode. Before the introduction to the 

recording was given, the participants did not understand the record and play buttons in the 

application. While recording, it was hard to activate an audio sound source in time to syn-
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chronize it with the other sound sources. Only one of the participants moved the sound 

sources while recording. 

4 Discussion 

We assume that changing the position of sound sources was quickly understood because of 

the direct manipulation of the sound sources. Additionally, the depth perception of the HMD 

probably helped to locate the sound sources. Positive feedback was given on the overall 

spatial audio experience. The participants were pleased how well it worked and tested the 

sound positioning in many different configurations. Negative feedback relates to the playing 

and stopping of the audio as well as the recording functionality. The users had problems 

aiming at the sound sources and therefore using them correctly. We assume that there should 

be additional visual feedback when the virtual laser pointer beam hits a sound source. Wit-

hout further instructions the recording function was not fully understood, which lead to con-

fusion. Most of the participants did not move the sound sources while recording, potentially 

because the users did not expect this to be possible. In future work we intend to improve and 

evaluate our recording concept with regard to the overall user experience. 
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