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Abstract: Metaproteomics is the biological research of proteins of whole communities comprised of
thousands of species using tandem mass spectrometry. But still it follows a sequential non parallelizable
workflow. Hence, researchers have to wait for hours or even days until the measurement data are
available. In our demo, we show a way to decrease the smallest unit of the workflow to a minimum to
realize a near real time stream processing system on a fast data architecture.
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1 Introduction

Metaproteomics is the biological research of proteins of whole communities with thousands
of species (e.g. from ocean samples or the human gut) [Ma07]. Metaproteomics is very
important for diagnosing diseases, optimizing biogas plants, etc. [Ma07, PF17]. This
research relies on a mass spectrometer, that is figuratively speaking a huge scale for tiny
particles [Ma07]. The mass spectrometer measures the mass of parts (peptides) of a protein
complex. Proteomics and metaproteomics follow a similar workflow, as shown in Figure 1.
The workflow encompasses the following steps: (1) The biological sample gets purified,
in a way that only proteins are left in the sample. (2) The proteins are split into smaller
parts, called peptides. (3) The peptides are measured in the mass spectrometer. (4) The
mass spectrometer transforms all peptides into a digital signal, one peptide is represented as
one spectrum (~2 hours) [Ma07]. (5) Conversion of the digital signal into a readable format,
such as MGF (~1 hours) [Kil0]. (6) Compare the experimental spectra with real-world
proteins to identify the experimental data (~2 hours) [Mil3]. (7) The identified spectra need
a validation to remove false positive results (~2 hours) [El10]. (8) Biological researchers
analyze the experimental results. All these steps are sequentially executed and it takes
hours to complete. The workflow has not changed for years and newer devices increase the
amount of data produced by a mass spectrometer (~20GB per experiment, ~45000 spectra,
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Fig. 1: The current (meta-)proteomics research workflow.

~6 spectra/second) and the current file-based workflow is outdated [Hel7]. Especially in
clinical use cases, the goal is to process the data in real-time, but this is infeasible with
the current approach. The steps 1, 2 and 3 are realized in a laboratory, step 4 is done
by a mass spectrometer, but the other steps are completely digital and can be optimized
using I'T. Currently, the smallest parallelizable unit is a whole experiment. Since the mass
spectrometer measurement and digitalization duration (~2 hours) cannot be avoided, we
shrink the smallest unit after the fourth step to a single spectrum instead of a whole
experiment. That means, we connect a mass spectrometer to the cloud for outsourcing the
calculation and overlap mass spectrometer processing (3-4) with data processing (5-8) by
using a streaming-based architecture [Wal6]. We choose a Fast data architecture, since
we need near real time processing of huge amounts of mass spectrometry data [Wal6].
Specifically, we deployed a SMACK Stack“. In this demo, we present a cornerstone of
our architecture, our tool MSDataStream. The tool is responsible for grabbing the single
spectrum data from the mass spectrometer as it arrives, converting it into a readable format
and streaming the data to the cloud for processing. In the cloud each spectrum needs a
comparison to all peptides in our database (~27 millions) and validation of the matched
results using machine learning classification.

2 System Architecture

For our development, we collaborate with Bruker Daltonik GmbH, a mass spectrometer
company from Bremen, Germany. Each of their devices are connected via a digitizer to a
computer. The digital signal is collected in a proprietary RAW file format. Additionally, the
measurement software provides structure and meta data to index spectrum data that belongs
together. Since each manufacturer uses their own RAW file format, Bruker provided us
with a library (DLL file) to access the digital spectrum data. The index data is stored in an
SQLite database and provides the location of spectrum data in the RAW file. The index
structure consists of 16 tables that describe meta-information and the spectrum location

4 pipeline of Big Data technologies: Spark, Mesos, Akka, Cassandra, Kafka
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for each single spectrum. MSDataStream reads the meta-information for a single spectrum
from the SQLite index and extracts the spectrum data from the RAW file via the DLL.
Afterwards, MSDataStream converts the spectrum data into a readable format. Then, several
pre-processing methods increase the quality of the spectrum data. Finally, MSDataStream
sends the data to the cloud via Kafka broker for further processing or to write the data
into a file. Summarized, MSDataStream checks periodically (e.g. every 2 seconds) for new
measured data, collects it and produces messages. The system architecture is shown in
Figure 2. MSDataStream requires several parameters for the execution. We implemented
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Fig. 2: The flow of the mass spectrometer data through the MSDataStream software

a JavaFX interface, which queries MSDataStream tasks and helps the user to configure
the parameters. After sending the first data messages, the user waits until the results are
generated from the fast data system and shown in a live updated visualization.

3 Streaming Workflow

The streaming data processes work for each spectrum separately (Figure 3). (1) Each
spectrum, which arrives at the cloud system first gets prepared for the identification step
with several filters on the data. (2) This step requires real-world protein data (sequence
database), which is already in the system [Zo18a]. (3) The comparison of the experimental
spectrum with the real world data produces peptide spectrum matches [Zo18b]. (4) Each of
these matches needs validation, which is based on a machine learning classifier [Zo18c].
(5) Validated matches are stored as results in our database. The database stores all the
experiment data such as validated results, spectra data and the proteins.

4 Demo Walkthrough

Our tool MSDataStream works with live measured data or with already finished measure-
ments. For the demonstration, we will use a laggy version of the second method with time
delays, which simulates live measurement. After a demo of the measurement process on a
model of a mass spectrometer, the user can use the MSDataStream Ul to configure and start
a streaming process. During the process, the user will be shown the throughput of the system
in the Apache Spark Ul. Furthermore, the user can take a closer look at the components of
the SMACK stack deployment in Marathon and mesos webUI. Afterwards, we show a live
and continuously updated visualization of the experiment results, i.e., protein list.
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Fig. 3: The metaproteomics data analysis workflow on a SMACK stack.
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