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Abstract
Privacy policies are the state of the practice technique to achieve data transparency. However, they have a variety of issues in practice: They are presented in a non-prominent way, are typically quite lengthy, and not written in the users’ language. Additionally, they are quite abstract, as privacy policies are generic documents that do not relate to the current activity of the user but give a high level overview on the overall system. In this paper, we present our idea of "contextual privacy statements" that overcome the shortcomings of state of the practice privacy policies. Instead of having one generic privacy policy that has to fit every use case and every user group, contextual privacy statements provide concrete information about privacy and data protection in a specific use case or activity. We aim for better understandability of privacy policies, resulting in an increased transparency and user acceptance.

1 Introduction

1.1 Problem
Modern IT systems and services are getting more and more customized and aligned to the user. However, this comes along with massive collection, processing, and potentially sharing of sensitive data. For example in Smart Homes, one household can easily produce more than 15,000 (potentially sensitive) data points every day (Federal State Commission2015). Because of that, many users have privacy concerns when using online and cloud services (IControl Networks2015).

For industry, these privacy concerns and the lack of trust users have in their services are a major problem. According to (Wirtz et al.2007), “increased concern resulted in higher power-enhancing responses such as the fabrication of personal information, use of privacy-enhancing technologies and refusal to purchase.” To pose it simple: Even if a system is
highly secure and privacy-preserving, we also need to convince the users. Thus, transparency is already perceived as unique selling point for many service providers.

In addition to the users increasing demand for privacy, data protection laws (e.g., EU GDPR) are changing as well. They demand the implementation of aspects like data sovereignty, explicit consent and transparency—all of which will only be achievable (respectively meaningful) if users understand how their privacy is protected.

As a state of the practice solution, almost every service we are using provides a privacy or data policy in order to achieve a certain level of transparency (as demanded by legal obligations). These privacy policies are legally demanded and contain privacy statements, describing the way a service provider gathers, uses, disclosed or manages user data. However, in their current form, privacy policies typically have major shortcomings:

1. They are not presented in a prominent way (Ermakova et al. 2015).
2. They are lengthy (Milne et al. 2006). In a study by (Waldman 2016), the average word count was 2,716 words. According to (Cranor 2012), users would need 244 hours per year on average to read the privacy policy of every website they visit.
3. They are not written in the users’ language. Instead, they are mostly written by and for lawyers (Waldman 2016).
4. The statements in the policy are not verifiable by users. In the end, the user has to decide whether he believes that the provider adheres to the privacy policy.
5. They are abstract and generic. There is only one single policy for the whole service. It remains the users’ task to map this policy to the current activity or data he is dealing with.

All of these issues result in a high mental load, which users are typically unable or unwilling to spend. Even if they are willing to spend high effort, some aspects are still not possible to understand. For example, if the policy states that “data is shared with third party providers”, it is not possible to tell whether a specific data field (e.g., an address) entered in a form is affected. An example for that is Android’s permission system that presents the app permissions (which are similar to privacy policies to a certain extent) at installation time. At this time, the user cannot assess the permissions as all the mentioned shortcomings apply. As a consequence, only 17% of the users paid attention to this information and only 3% understood the information that was presented (Felt et al.). In newer Android versions, permissions are (in addition) requested directly in the context of use (e.g., when an app accesses the microphone).

Summarizing, current privacy policies are not designed in a way so that they are suited for users to achieve transparency and meet requirements demanded by law (such as the EU General Data Protection Regulation). In a survey by Obar and Oeldorf-Hirsch (Obar and Oeldorf-Hirsch 2016) it is stated that 74% of users skipped the privacy policy completely. For the remaining 26% of the users, the average reading time was only 73 seconds.
1.2 Contribution

Based on the problem stated above, we aim for “Contextual Privacy Policies” that overcome the major shortcomings listed above. We present our ideas for a privacy policy meta model, the alignment of privacy policies to user activities and the integration and representation of contextual privacy statements in software.

2 Contextual Privacy Policies

2.1 Idea

In general, a privacy policy is a collection of (privacy) statements that describes how a party (e.g., a service provider) gathers, uses or discloses a client’s data. We define a privacy policy to be contextual, if the following conditions apply:

- The privacy statements are explicitly relating to the current activity of the user. A bad example would be: “We share certain data with third parties”. A good example is: “The address data entered in this form is shared with advertisement provider XYZ in order to regularly send you info material”

- The privacy statements are shown “in context”, i.e., specific privacy statements are shown to the user in situations, when data is entered, processed or presented. The contextual display of privacy statements does not force the user to pause his current activities in order to research about affected privacy statements in the current context. In the bad case, one abstract policy document is linked on the bottom of a website. In a good example, concrete information about data usage shown closely to the interaction (e.g., to a form).

- The abstraction level depends on the user group, in order to make the statements understandable. For user A, the following statement is suited: “Data transfer is protected by SSL 2.0, passwords will be hashed and salted with SHA1 and data stored AES512 encrypted”. For user B, this phrasing might be too technical, and he prefers: “We handle your data confidentially. All data you entered in the form will be encrypted during transit from your device to our servers and in our databases”.

By binding privacy statements to the current activity, we kill several birds with one stone. The privacy statements can be more specific and explicitly relate to the current activity (fifth shortcoming). We assume that this increases understandability. In addition, the individual privacy policies presented to the user become shorter, as only currently relevant information is shown (second shortcoming). This increases the likelihood that users take time to read the privacy statements. At the same time, we need to find a good middle way so that contextual privacy policies are not too intrusive, but still noticeable enough (first shortcoming).
2.2 Example

Imagine, you are using an online/cloud service “example.com” that provides free e-books that can be read online.

2.2.1 As-Is Situation

First visit: When you visit the website, you are notified that cookies are used to provide the services. This notification does not give you control, it just informs you that cookies are used. In many cases, cookies are already set when users see the popup for the first time. These cookie popups become more and more common—but are still used in less than 20% of the websites (Waldman 2016).

Registration: To use the service, you need to register. Therefore, you enter personal data, like name, email address and so on. Before confirming the registration, you have to accept the terms and conditions and the privacy policy. This can be done by ticking the corresponding check boxes. Via a link, you can read the complete privacy policy document in advance.

Usage: At usage time, the privacy policy is accessible via a link on the bottom of the pages. Besides that, you are not informed about privacy-related activities anymore.

2.2.2 To-Be Situation

If privacy-related data (personally identifiable information) is processed in a certain activity the contextual privacy policy is shown and explicitly relating to the current activity.

First visit: The information about the usage of cookies is shown before the cookie is set. Also, the content and purpose of each cookie is explained to the user.

Registration: For example, during registration time, the user is informed what happens with his name, email address and password. Additionally, he is informed that his IP address was collected. At this point, it is for example not important that reading times will be logged (cf. Figure 1).
Usage: Instead of a static link to the generic privacy policy, the page displays the contextual policy, explaining that the title, reading time and end-device type was collected. Additionally, he sees that the title is shared with advertisement providers (cf. Figure 2).
2.3 Implementation

There are three major challenges that have to be solved in order to implement contextual privacy policies. For each of the topics, we describe the fundamental research question and the rationale behind. Then, we describe our solution approach and evaluation plans.

2.3.1 Privacy Policy Meta Model

**Question:** Which elements, relations, constraints, etc. are relevant for a privacy policy?

**Rationale:** Although privacy policies contain domain and application specific information, the basic elements and relations are similar. Thus, we can build a privacy policy meta model. This helps us to understand the content of state of the practice privacy policies and is the basis for automated processing at runtime. For example, privacy policies can be tailored according to the current situation or the current user group using the instantiated models.

**Approach:** There is a variety of different stakeholders interested in privacy policies, especially the users, but also lawmakers and the service providers themselves. For each of the stakeholders, or stakeholder groups, the privacy policy has to be understandable. We build a privacy policy meta model that can be used to instantiate all aspects that are relevant for mapping and describing privacy protection in a system. We do that by extracting information from a set of real privacy policies (e.g., Facebook). Additionally, we consider preliminary work about privacy policy perception and categorization, e.g., on [www.usableprivacy.org](http://www.usableprivacy.org). Finally, laws and regulations (e.g., EU-GDPR) are analyzed to identify obligatory elements required by lawmakers.

**Evaluation:** While formal proofs are rather impossible for a meta model like the proposed, we evaluate our meta model empirically. By checking whether privacy policies that were not in the “learning set” can also be instantiated with the meta model, we show completeness. To show correctness, we compare the model with the initial privacy policy and show that all statements in the model instance are also part of the policy and no additional statements are included.

2.3.2 Contextualization of Privacy Policies

**Question:** How can privacy policies be tailored to the current activity (i.e., made contextual)?

**Rationale:** To overcome the problem of generic and abstract policies, contextual privacy policies are shown in context of the current activity. The hypothesis is, that they drastically decreases the user’s effort (compared with reading a complete state of the practice privacy policy), while increasing transparency at the same time.

**Approach:** First, we need to define what privacy relevant activities are. As this can be very generic (“everything that triggers the execution of personal data processing”), or limited to a specific scenario and technology. Second, the meta-model need to reflect identified activities and it must be possible to tailor down the instantiated model to the current activity. Third, we
map abstract activities to concrete privacy-relevant behavior in the code. For that, we provide an SDK that allows developers to tag these parts.

**Evaluation:** The evaluation is done mainly with respect to completeness and correctness of the mapping. For the current activity, the relevant model parts need to contain all relevant information for the activity (completeness). On the other hand, it should not contain additional, irrelevant information (correctness). We validate that the mapping function includes only related and relevant elements. In addition, we can verify that users have all relevant information included using different case studies.

### 2.3.3 Integration and Representation

**Question:** How can the machine-readable model be transformed into a form that is understandable by all user groups?

**Rationale:** The model is instantiated manually or semi-automatically and reflects relevant elements and relationships. However, it is not understandable by users. There need to be some form of transformation and/or abstraction step in order to have a suitable representation for the end user.

Additionally, we cannot assume that user groups are homogeneous. Depending on the user group (which needs to be identified), the abstraction level of the privacy policy has to be different in order to be useful for the user. For example, IT security experts expect more technical details and another terminology compared to inexperienced users. As we cannot assume to know the skills of a particular user in advance, a staging approach can be used. We start presenting policies in the highest abstraction level. If a user revealingly wants to learn more about policies, subsequent policies are directly shown in more detail.

In addition to the abstraction level, also the visualization is an important aspect. On the same abstraction level, there exist a variety of possibilities to visualize the information. Text, diagrams, or pictograms are examples. However, within an abstraction level, different visualizations should transfer the same information, i.e., they form an equivalence class in that respect. For example, in its privacy check\(^1\), Google uses pictograms to support the user to understand what a section is about. For contextual privacy statements, the major challenge with respect to visualization is to find an appropriate way to show the policies, while not annoying or interrupting the user. For example, if a user repeats a certain activities many times and the user read the policies already, they should be less prominent.

**Approach:** To find the right form of representation, we analyze different design patterns from literature and existing privacy policies and setting pages. With user studies, we can evaluate which pattern fits best for typical user groups. Technology-wise, we integrate the representation module in an SDK, which enables developers to easily integrate privacy

\(^1\) [https://myaccount.google.com/privacycheckup](https://myaccount.google.com/privacycheckup)
information screens / dialogs. We focus on web and cloud services and will tailor our SDK to these technologies.

**Evaluation:** Feasibility is shown in form of case studies using the SDK. Understandability of the provided information has to be shown in user studies. Questionnaires can be used to test if the users understood the privacy policies.

## 3 Related Work

Since the mid-1990s, huge efforts have been made to develop approaches for aligning usability and security. Unfortunately, the number of security incidents caused by unusable security measures or usable, but insecure systems is still high (Furnell2007). In (Garfinkel and Lipford2014) Garfinkel and Lipfort summarize the history and challenges of the “usable security” domain.

Existing literature on usable security shows that the user is an important and active part of modern security chains. The research field of usable security and privacy has been approached both in a theoretical fashion and in the form of case studies. Famous case studies analyze the usability of email encryption with PGP (Whitten2004, Whitten and Tygar1999), of file sharing with Kazaa (Good and Krekelberg2003), and of authentication mechanisms and password policies (Choong and Theofanos2015, Eljetlawi and Ithnin2008, Inglesant and Sasse2010). However, case studies are specific to one system, system class, or application domain and can hardly be generalized. On the other hand, theoretical work (Adams and Sasse1999, Cranor and Garfinkel2005) is typically more abstract and hard to apply in practice.

This gap is closed by design principles for usable, yet secure systems (Garfinkel2005, Good and Krekelberg2003, Whitten and Tygar1999). These principles focus on the development of usable security systems by supporting developers and emphasizing the importance of considering the user. However, they do not adopt the user’s viewpoint or active involvement of users in the development process. However, it is crucial considering both the user’s viewpoint and to involve users in the development process.

The acceptance of privacy policies by end users, as well as the consequences of missing acceptance have been analyzed in different surveys (Tsai et al.2007, Obar and Oeldorf-Hirsch2016, Symantec2015). These studies showed that privacy policies are mostly unsuited for users in practice. To improve the situation, there exists work targeting readability (Ermakova et al.2015, Milne et al.2006), understandability (Reidenberg et al.2014) and design (Waldman2016) of privacy policies. These are important aspects, but all of these works consider a privacy policy to be a large monolithic document, which is in contrast to our considerations. Tools like the Platform for Privacy Preferences P3P Project\(^2\) targeted

\(^2\) [https://www.w3.org/P3P/](https://www.w3.org/P3P/)
transparency of web service privacy, but were not well accepted for usability reasons. In contrast to P3P, we aim to integrate contextual privacy policies into the applications (e.g., web application), rather than the platform (e.g., browser), which allows for a better tailoring, visualization and support of different browsers.

4 Summary

Privacy policies are an established approach for achieving transparency. However, the policies are hardly usable in practice. Due to their length, language and abstraction level, the mental load required to read and understand them is simply not appropriate.

In this paper, we recommend to extend state of the practice privacy policies by providing contextual privacy statements. This means that concrete information about collection, using and sharing of information is shown at the time a user performs a certain activity. However, there exist a variety of legal requirements for privacy policies, e.g., the German Telemediengesetz. It remains to be verified, whether our contextual privacy policies can replace traditional policies, or if they are an add-on. However, we expect a major increase in transparency. This is primarily desirable for users, but also for most service providers, as a reduction of concerns and an increase of trust will lead to a higher acceptance of the systems or services.
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