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Preface

Welcome to the “Open Identity Summit 2019”, which has been jointly organized by the
Special Interest Groups BIOSIG within the German Computer Science Society (Gesell-
schaft für Informatik) and the Technical University of Denmark.

The international program committee performed a strong review process according to the
LNI guidelines with at least three reviews per paper and accepted 50 % of the 24 submitted
papers as full scientific papers.

Furthermore, the program committee has created a program including selected contributi-
ons of strong interest (further conference contributions) for the outlined scope of this con-
ference.

We would like to thank all authors for their contributions and the numerous reviewers for
their work in the program committee.

Copenhagen, 22nd of April, 2020
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IdentiĄcation collapse - contingency in Identity Management

Lothar Fritsch1

Abstract: Identity management (IdM) facilitates identiĄcation, authentication and authorization in
most digital processes that involve humans. Digital services as well as work processes, customer
relationship management, telecommunications and payment systems rely on forms of IdM. IdM
is a business-critical infrastructure. Organizations rely on one speciĄc IdM technology chosen to
Ąt a certain context. Registration, credential issuance and deployment of digital identities are then
bound to the chosen technology. What happens if that technology is disrupted? This article discusses
consequences and mitigation strategies for identiĄcation collapse based on case studies and literature
search. The result is a surprising shortage of available documented mitigation and recovery strategies
for identiĄcation collapse.

Keywords: Identity management; business continuity; cybersecurity; contingency management

No death, no doom, no anguish can arouse the surpassing despair

which flows from a loss of identity. — H.P. Lovecraft

1 Introduction

Identity management (IdM) is a critical function in many contexts. Its sudden unavailability
will disrupt various processes that rely on IdM, and may cause major information security
compromize or Ąnancial damage to the affected organizations or persons. I call this disruption
identiĄcation collapse. It should be planned ahead for, and there should be resources for
mitigation at hand.

This article reviews literature, standards and reports that are concerned with identiĄcation
contingency. It then discusses identiĄcation collapse against case examples, both from
reality as well as hypothetical ones. SpeciĄc threats and particular mitigation strategies
follow the cases.
1 Karlstad University, Dept. of Mathematics and Computer Science, Universitetsgatan 2, Karlstad, Sweden

lothar.fritsch@kau.se
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1.1 IdentiĄcation collapse

DeĄnition: IdentiĄcation collapse is the unexpected disruption or loss of identity management
which has negative impact on business processes and may compromize relying partiesŠ and
credential holders.

IdentiĄcation is the foundation of system access, customer relationships, supplier inclusion,
payments, and increasingly the basis for the management of devices on the Internet of
Things. IdentiĄcation collapse will disrupt those processes, and therefore needs attention.

1.2 Background: Literature overview

In this section, a background search for identiĄcation failure, contingency and mitigation
strategies is presented. There is a surprisingly low number of publications that investigate
preventative, corrective or compensatory strategies for identiĄcation failure available in
scientiĄc literature. Security standards demand unspeciĄc safeguards to be taken. A literature
search on e-ID contingency has been performed on Google Scholar using the search keywords
below:

digital identity contingency, digital identity management contingency, digital identity
management business continuity, digital identity management disaster recovery, identity
provider compromised business continuity, identity provider compromise disaster recovery,
identity correlation, digital identity substitution, digital identity replacement, Identity
Relationship Management

The search resulted in zero scientiĄc publications from the computer science, technology
or information systems domain that were clearly focused on the collapse of IdM and of
its contingency management. In the patents category, a number of patents that deal with
recovery passwords and additional authentication factors for credit cards appeared. The
search was then repeated on the regular Google.com search engine with the same list
of keywords. This resulted in a large number of reports from consulting Ąrms that offer
business continuity services for various core IT services. IdM systems were brieĆy and
in very unspeciĄc ways mentioned as critical assets in the context of the IT managment
standard ITIL for business continuity management. The most advanced perspective on
identiĄcation contingency was found in documents from the Ąnancial sector, namely in
reports from the EU project Parsifal (2008-2010, by now expired from the Internet), and in
later proposals for governments that offer the Ąnancial sectorŠs IdM services to governments
and to global actors [Mc16]. Searching for particular actions that support recovery from a
total breakdown of IdM that will require re-issuance of credentials, notable only the United
NationŠs UNHCR disaster relief agency has a clearly formulated strategy for the mass
issuance of new digital identity under adverse conditions [UN18]. An estimate of the efforts
of re-issuance can be gained from section 2, ŠRegistration and Issuance RequirementsŠ in
the Federal Identitiy Management Handbook [FICCB05]. The Australian Identity ProoĄng



IdentiĄcation collapse 17

Requirements require identity providers to document their recovery and disaster procedures
in an operations handbook [Au18]. The operations manuals are not published, though. They
recommend:

Establish and maintain an Identity Service Provider Operations Manual, which at a
minimum includes the following information: (...) Processes, procedures and workĆows used
to support the IdPŠs identity management functions (i.e. access control, storage, backup,
archive and retrieval, disaster recovery, business continuity and records management) (...)

The International Civil Aviation Organization deĄnes guidelines for thorough identiĄcation
of Ćight passengers [IC18], which provide further insight into re-registration efforts.
No dedicated mention of strategies or technologies for redundant IdM infrastructures,
suppliers or fallback mechanisms with proportional security levels were found in the search.
Summarizing the search I conclude that there is very little explicit guidance on disaster
preparedness, recovery, mitigation and business continuity published that speciĄcally targets
identity management as a critical infrastructure.

2 Case examples of IdentiĄcation collapse

This section will illustrate the concept of identiĄcation collapse. For this purpose, three case
studies about collapses relevant to the end user are used to describe identiĄcation collapse.
The following autoethographic case studies [Ma10] show identiĄcation collapse and discuss
its consequences speciĄc to the use case. Autoethonography is, according to [Ma10], a
form or method of research that involves self-observation and reĆexive investigation in the
context of ethnographic Ąeld work or writing. It refers, among others, to reĆexive accounting
of the narratorŠs subjective experience and subjectivity. (...) Systematic, self-conscious
introspection enables the disciplined analysis of personal resonance and the effects of the
researchersŠ connections wit the research situation on their actions and interpretations, in
dialogue with the representations of others.

2.1 Case 1: Swedish Railway - customer proĄle passwords insecure

A Swedish railway company servicing international connections offers customer web
pages with individual ticketing services, payment options and loyalty program functions.
Customers can pay loyalty points to obtain tickets, review their travel history or order
and download tickets. Authentication is based on e-mail/password, while payments are
authorized via credit cardsŠ mechanisms. Customers provide a citizen number and address
when registering for the loyalty program. In 2019, the railway carrier detected password
hacking activities with the goal to issue tickets with loyalty points from hacked customer
web accounts. As a reaction, spending loyalty points was restricted to the mobile phone app,
and required a Swedish BankID installed and activated on the phone. The BankID is only
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available to persons who are living in Sweden, have a Swedish citizen number issued, and
who use a Swedish mobile phone subscription. Other customers are referred to the telephone
hotline for assisted ticketing. By moving from a cheap one-factor password solution to a
national identity silo that has strong dependencies (citizen number, bank account, local
phone card), the railway company alienated most of its international customers. In addition,
they increased costly traffic on their phone hotline, where callers identify by speaking their
loyalty number and a PIN code, which both are visible in the customer proĄles once an
attacker has logged in. The situation persists as of January 2020. So far, no alternative
authentication methods or other efforts have been communicated that may ease the situation.
The company has no alternative identiĄcation strategy.

Summary: Train company has no digital back-up identiĄcation channel. All international
customers, such as cross-border commuters, are excluded from on-line booking and app
booking services based on the loyalty program. Cost occurs for phone service. Alternative
identiĄcation via phone is equally insecure as web passwords. Duration of problem: very
long. Tab. 1 shows an assessment of the compromized IdM services.

Cause Scope Affected IdM phase
(internal,
external)

Small
scope

Global
scope

Registration Issuance Provision Termination Archive

I: Weak au-
thentication
compro-
mized,
fallback to
telephone
service

X Attributes
may be
changed
by at-
tacker

Credential
available
to others

IdentiĄ-
cation
compro-
mized

- Archive
accessible
to other
parties,
archive
content
poten-
tially
compro-
mized.

Con-
sequences

Large-scale identiĄcation collapse for foreign customers. Business process
endangered, identity compromized in four out of 5 phases, alternative oral
password authentication via phone, foreign and Šdumb phoneŠ customers alienated.

Tab. 1: ClassiĄcation of Swedish railway identiĄcation failure.

2.2 Case 2: Norwegian BankID - token battery low

The Norwegian BankID uses a code generator as a second, personalized and hardware-based
authentication factor. It is issued based on a bank account, which in turn is based on citizen
numbers or passport identiĄcation. BankID offers authentications to other sectors, including
government. It is the most commonly used electronic identity for signing up to new services
in Norway. However once the token battery is low, the renewal of the token is performed
in a disruptive way: The existing token is deactivated immediately when ordering a new
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token - which then is sent by physical mail with expected three days delivery time, including
the usual risks of lost mail, postal strike, weather-caused and seasonal delivery delays.
For the delivery period, the BankID owner technically is unidentiĄable for banks, private
sector or government services. The bank offered a back-up identiĄcation channel: it advised
its customer to use a Mobile BankID in the meantime, an alternative credential that is
issued based on BankID to Norwegian phone subscribers with smart phones. However, the
customer was not advised to install and activate Mobile BankId before the BankID token
was blocked. Neither had the bank a suggestion for users who may use other phones or
foreign phone cards.

Summary: Bank has an equally secure back-up credential based on BankID, which however
has dependencies towards phone subscriptions and phone hardware which impose customer
cost. The risk of being unidentiĄable is limited to a few working days while the postal
distribution works as expected. Tab. 2 shows an assessment of the compromized IdM
services.

Cause Scope Affected IdM phase
(internal,
external)

Small
scope

Global
scope

Registration Issuance Provision Termination Archive

I: Token
renewal
procedure
causes
delay or
imposes
cost

X - Issuance
has de-
lay OR
demands
expensive
alter-
native
channel

IdentiĄ-
cation
prevented

- -

Con-
sequences

Short period of service denial for users without national smartphone solution.

Tab. 2: ClassiĄcation of bank token replacement identiĄcation failure.

2.3 Case 3: Norwegian BankID registration issue - re-newal of registration

One immigrant customer of a Norwegian bank had opened additional bank services within
his bank with his BankID token. After Norway changed regulations for identity veriĄcation,
banks had to re-assess customer identity. This process led to the discovery of the fact that
the aforementioned customerŠs citizen number was incorrect in the BankId certiĄcates due
to issuance of a new citizen number. However the bankŠs procedures did not allow for
change of citizen numbers bound to accounts and Ąnancial assets. Different departments
were handling the update of the identity attribute Šcitizen numberŠ in different ways. Regular
accounts were deleted and set up anew (with signiĄcant delays until old correspondence
had been manually retrieved from back-up). Investment assets were preserved, while the
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investment department had procedures for re-registration that demanded physical presence
and passport-showing for the re-issuance of the authorization to access the Ąnancial assets.

Summary: Bank had no procedures for change of core identity attributes (or, in a wider
perspective, for a registration failure with credential issuer). Various procedures for recovery
applied which involved several days of inconsistent access to services and documents as sell
as required a physical visit to the bank to verify passports. Tab. 3 shows an assessment of
the compromized IdM services.

Cause Scope Affected IdM phase
(internal,
external)

Small
scope

Global
scope

Registration Issuance Provision Termination Archive

I: Identity
attribute ex-
pired

X Registration
compro-
mized

IdentiĄ-
cation
revoked

Provision-
ing denied

- -

Con-
sequences

Several day of identiĄcation collapse leading to major manual procedures for
content recovery, identity mapping and re-resgistration of customer.

Tab. 3: ClassiĄcation of banking attribute renewal identiĄcation failure.

There has been, in addition, a major collapse with an issuer of commercial web certiĄcates,
DigiNotar, which was hacked and then used to issue large numbers of fake certiĄcates. Only
after several months this was discovered, and business terminated by the Dutch government .
Here, registration and issuance were compromized, then provision stopped. CertiĄcates
were not person certiĄcates, though.

3 Causes and Consequences of identiĄcation collapse

Consequences of identiĄcation collapse have a wide bandwidth of impact on business
continuity. As seen from the cases above, impact ranges from shorter waiting times for
renewal to multi-month identiĄcation failure.

3.1 Types and magnitude of identiĄcation collapse

Generalizing the root causes, identiĄcation collapse can be caused by the following causes
of failure:

Technological failure: Breakdown of core technologies involved in IdM, including com-
promized cryptography;

See full descripition: https://www.enisa.europa.eu/media/news-items/operation-black-tulip, accessed 03-Apr-2020
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Procurement failure: Externally procured IdM is unavailable or compromized. IdM is
procured along a supply chain from external providers, either as the whole service, as
a cloud service or in part through technological platforms or processes controlled by
suppliers;

Administrative failure: Wrongly executed procedures under registration, revocation or
attribute handling compromize digital identities and relying services.

Force majeure: Operations of IdM are discontinued due to higher forces such as natural
disasters, war, bankruptcy or global crisis.

The magnitude of the collapse can appear in a wide range. As illustrated in the case examples
above, only parts of the user base may become excluded. Technological issues or registration
problems may appear locally only. On the other hand, compromized cryptography, lack of
back-up authentication methods, comprimized registration data of the whole user population
or technological disasters may shut complete services down, which creates a negative event
of high magnitude. Magnitude is best expressed in the number of digital identities affected
as well as in how much of an identity ecosystem will be affected for how long:

magnitude =
(number of users affected number of services affected duration of collapse)

Risk managers should therefore model the magnitude of identity collapse not only from a
perspective of data compromize, privacy breach or access control failure, but in addition in
the perspective of loss of service and exclusion of customers in face of the planned recovery
channels for identiĄcation. Commonly appearing consequences of major identiĄcation
collapse will be: Access control systems compromized; External relationships break
(customer relations); Critical services stop (payment, public services, private services,
signing); Historic authorization and non-repudiation endangered (prior signatures or
transactions or certiĄcate validity back in time not veriĄable) (see 7.3.5 in [Wi07]).

4 Mitigation and business continuity

Due to the very small body of literature found in the literature search (see Sec. 1.2, this
section will present reasoning and options for handling identiĄcation failure for the sake
of business continuity. While there are many operational requirements such as ensuring
equivalence in information security parameters such as trustworthiness, security, usability
and privacy, in addition aspects of integration, cost, time-to-deployment, of international
availability and regulatory issues will come into play. The analysis in this section focuses
on the phases of identity management in a perspective of technical and administrative
controls to prevent, mitigate or compensate identity collapse. When looking for mitigation
of identiĄcation collapse, certain requirements occur naturally:
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• equivalence of security, privacy, usability and integration/application cost;

• short time-to-availability in case of replacement;

• availability to user base, e.g. hardware tokens, cross-border availability for customers
or users from other countries.

In addition, a crisis communication strategy [WP17] that targets the user base and the
relying parties has to get planned. Depending on the root causes, other communications
such as data breach notiĄcations must be included [Fu16, KJP17].

4.1 Technologies for mitigation

Technological solutions or identity contingency are available. Below a variety of building
blocks will be summarized. They include identity federations [Su05], identity brokerage,
biometric anchoring, identity correlation and blockchain-based approaches.

Identity brokerage: The FutureID research project has developed an identity brokerage
infrastructure that uses a centralized Identity Broker that has the ability to extract
identity attributes from various identity providers [BR16]. Thereby it is able to extract
attributes from the same personŠs various digital identities, connecting them into a
new synthetic identity. The Identity broker could be used such that upon technical
compromize of an IdM system it would request identiĄcations from other identity
silos based on the just compromized identity. This method requires a pre-established
brokerage federation, though. It does not overcome issues with archive compromize,
and does not help in situations where identity registation is compromized. It is however
an effective way to establish a short-term emergency identiĄcation mechanism.

Biometric authentication factors: Using biometric authentication as an additional au-
thentication factor for re-registration will help re-establishing credentials. While
biometrics are not without issues (reliability, survellance and privacy issues), they
could be used as a recovery channel for more efficient registration or issuance.

VeriĄable cryptographic identity correlation: Identity correlation connects identities
across silos, and thereby supports swift contingency management . Keybase is
a service that allows its users to cryptographically veriĄably prove ownership and
correlation of digital identities such as social media accounts. Credential owners can
create links between their existing identities. However, replying parties must prepare
to accept Keybase proofs, and then be ready to connect to the alternative identity silos.
Identity correlation is therefore weaker as brokerage as it only shows correlation, but
does not provide federation services.

Identity correlation, https://en.wikipedia.org/wiki/Identity_correlation, 20200131
See https://github.com/keybase/client, 20200131
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Block chain securiztation of IdM: Archival of relevant status information can be facili-
tated with block chain technology [EHEK19, NJ19]. Several approaches are under
scientiĄc investigation:

• Cross-referencing identities as equivalent through a public block chain by
credential issuers (thereby creating the foundation for federations);

• Recording of identity history in a block chain for rollback;

• Self-sovereign identity management (SSI) enables credential holders to register
and publish their credentials on block chains for reference for others [NJ19].

Mapping digital identities into each other and at the same time keep track of relevant
trust information in block chains may solve a number of issues when recovering from
registration or archive compromize. As discussed in [Fr13], growing complexity of
the identity ecosystem will degrade the quality and value of identity management.
SSI may enable credential holders to reference an alternative IdM silo and would in
consequence enable the acceptance of an alternative credential by the relying party.

Standards for identity federation and brokerage: Standardized formats, protocols and
algorithms for IdM will help prevent identiĄcation collapse. Compatible infrastructures
as suggested in OPAL [HP18] will enable swift recovery from infrastructure or
technology failure.

4.2 Administrative measures

In addition to technological preparedness, administrative measures that lower risk of identity
collapse as well as procedures for mitigation and recovery must be in place. For each phase
of the IdM lifecycle, thorough analysis of the administrative issues with identity collapse
should get performed, in particular:

• Planning for ID continuity with back-up channels and back-up registration methods
with high throughput and appropriate geographical spread;

• Deployment of identity brokers that help include the best possible alternative across
multiple industrial digital identities (e.g. inclusion of banks, mobile operators,
government IdM);

• Consideration of eIDAS as a recovery channel for persons who own multiple,
independent government credentials (however eIDAS is mostly designed to project
national sovereign IdM into other countries);

• Train staff for migration activities, such as re-registration of users based on identity
documents or a variety of electronic identities.
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Further considerations that are important are alternative authentication channels used for
either using back-up channels, to federate or broker identities, or to re-register efficiently.

Availability of alternative identiĄcation channels: Review of existing back-up channels
(alternative or multiple IDs) for customers will support the establishment of recovery
channels (e-mail, multiple e-mail, phone numbers for SMS, security phrases, "rec-
ognize your friends"). What will be the ŠanchorŠ identity (e.g. passports, bank IDs,
social security numbers)?

Emergency registration procedures: The UNHCR has very explicit procedures for the
set-up and registration of large populations of refugees in cases of disaster. Biometrics
are used to anchor registration into IdM systems [Lo16] as part of the United NationŠs
UNHCR Guidance on Registration and Identity Management [UN18]. In its Future
of Financial Services Series, the World Economic Forum (WEF) has analyzed the
potential and the roles of the global and national Ąnancial institutions in identity
management [Mc16]. In its report, the WEF concludes that the most resilient, reliable
and user-friendly structure of IdM should either be organized as a silo or as a network
of collaborating providers using standardized technologies (pp. 62, centralized or
distributed identity).

4.2.1 Problems caused by mitigation

Mitigation strategies may have side effects. They open up identity silos, and may therefore
cause issues concerning information privacy, secrecy or even sovereignity over IdM
ecosystems. Landau and More [LM12] identify several issues that impair economic success
of federated IdM: Issues of trust and liability across federations occur as well as reliability
and the distribution of duties/beneĄts between participants. Data privacy when sharing
attributes in federations is a major issue.

• Identity silo collapse: Federation or correlation of separate identities for contingency
may lead to identity leakage, pseudonym compromize or privacy breaches (see [Ja15]
for example on how swift biometrics deployment in a no-alternative-choice disaster
relief registration campaign takes decision power from individuals).

• Degradation of security level through contingency solution;

• Exclusion and discrimination of parts of the user base through chosen alternative chan-
nels, e.g. through geographic limitations, nationality or individual disability [FFS10].

In addition, fraud protection will face major challenges in case of mitigation through
alternative identiĄcation channels. The only viable solution in this context will be the
pre-establishment of trust in IdM quality through common standards and procedures, e.g. in
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industry sector organizations such as the Ąnancial industry, in the government sector and in
critical infrastructure protection.

5 Conclusion

IdentiĄcation collapse is a serious threat to business continuity. It can be caused by technical
and non-technical issues. This article shows that there is little scientiĄc work on preventive
and contingency strategies and options to prevent or to mitigate identiĄcation collapse,in
spite of available technologies and tactics. Cases have shown that relying parties show a
wide spread in their preparedness for alternative identiĄcation channels or for business
continuity. A general impression persists that either weak and cheap identiĄcation methods
are used (social media single-sign-on, passwords or phone numbers), more secure two-factor
authentication being restricted to national silos in spite of European Union efforts, and
Ąnally the back-up channel being off-loaded to smartphones paid for by the credential holder.
In various industry standards, general precautions and measures are suggested, however not
speciĄed. Most concrete are guidelines for identity veriĄcation documents upon registration
from a variety of organizations, including air travel and international disaster relief. In
summary, there is a lack of knowledge in various important aspects of IdentiĄcation collapse
that should be further investigated. Strategies, technology and processes for emergency
re-registration or federation of identities will be important, as well as strategies, technologies
and solutions for redundant identiĄcation, such as digital identity correlation, federation and
brokerage between identity silos, industry sectors and governments. Trust status aggregation
and risk information about the identity ecosystem supply chain nodes will complement
contingency measures.

Identity Management continuity should be regarded as a priority in national cybersecurity
policy, and in particular where involved in the operations of critical infrastructures, as
identiĄcation failure with long recovery times will have catastrophic consequences for most
digital infrastructures.
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Digital and mobile identities

Holger Funke1

Abstract: In this paper current developments in mobile identities are described. A scalable
architecture, standard future-proven technologies such as ISO/IEC 23220 and a Cryptographic
Service Provider build the framework for secure, failsafe and large deployments. The building
blocks specified in ISO/IEC 23220 deliver a framework that can be easily used for identities stored
on secure devices such as smartphones. This paper lists a selection of outstanding projects using
mobile and digital identities in the field of mobile ID. The focus is on Digital Travel Credentials
(DTC) which are currently specified by the International Civil Aviation Organization (ICAO).

Keywords: Mobile ID, Digital ID, Digital Travel Credentials, Smartphone, Cryptographic Service
Provider, eIDAS, identification

1 Introduction

As in many areas of life, a paradigm shift from ‘one size fits all’ to ‘bring your own
device’ can be observed for the use of official documents. People have become
accustomed to completing their daily tasks with their smartphone and now want to do the
same with their eID card or eMRTD (electronic machine readable travel document).
After all, they almost always carry their smartphone with them and are used to using it or
even expect to use it for a wide range of applications. Examples include airport boarding
passes or entrance tickets, which many people prefer to access digitally via their
smartphones instead of in paper form. Rail transport passengers are also increasingly
using their smartphones to store tickets and specific railway cards digitally.

Which technological options already exist for a digital or mobile identity and what
international efforts are being made to uncouple official identities from their previous
form factor and digitise them? One idea is the ‘ID Wallet’, through which the owner can
manage and release a range of identities online and offline, from user ID cards and
driving licences to passports. The smartphone is fast becoming the focus of such efforts
and is playing an increasingly important role for users – particularly for identification
and authentication. A survey conducted by the International Air Transport Association
(IATA) in 2017 showed that air passengers want to use their smartphones more and
more at the airport. Design and technical aspects of identification and authentication are
playing an increasingly important role not only online, but also in the real world. Given
the ubiquity of smartphones, it makes sense to use them to store identity data. Of course,

1 secunet Security Networks AG, Division Homeland Security, Paderborn, holger.funke@secunet.com
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the security of the data stored is of great importance, as it constitutes key information
about each individual.

The guidelines of the German Federal Office for Information Security (BSI) [Fe19] and
the EU’s eIDAS Regulation [Eu14] therefore specify rules for the implementation of
authentication procedures in order to achieve specific security levels. However, the
smartphone should only be seen as a representative of an entire class of devices. In
principle, other mobile devices can also be used for this purpose, for instance smart
watches or wearables. Regarding the design and architecture, a few fundamental
questions arise:

•• Does an original identity already exist and how is it initially transferred to the
smartphone derivation?

•• Where is the identity data stored? On the smartphone? In the cloud? In a hybrid
solution?

•• Which interfaces are used to access the data and how is it secured?

The answer to the first question is relatively obvious in the context of official
documents: the physical passport or ID card can be used as a secure trust anchor. In the
case of emergency documents however, this original identity must be transferred to the
smartphone in other ways, as temporary replacement of the document has taken place
due to the loss of the original document.

What’s even more interesting is the question about the location of the data. Two very
different options present themselves here: the smartphone and the cloud. If the data is
stored locally, precautions must naturally be taken to ensure that the data can only be
read for legitimate purposes. Secure storage systems such as secure elements or smart
cards (SIM cards), which are usually installed in smartphones, could be used for this
purpose. Similarly, storing the identity in the cloud also requires cryptographic
protection, typically using an asymmetric encryption key that requires special protection.
In addition, you can combine the two methods and store parts of the data in the
smartphone’s secure memory and parts in the cloud. The choice of storage location then
raises new questions, e. g. how an identity can be restored if the mobile device is lost or
destroyed. One solution is My Identity App (MIA): a smartphone-based mobile ID
implemented by Österreichische Staatsdruckerei [Tr16].

Just as interesting is the question of which interfaces should be used to read the data. In
the context of official documents, the NFC interface offers a possible solution. This is
similar to the ISO / IEC 14443 interface used for smart cards so that parts of it can
continuously be used. However, there are also other interfaces under discussion, such as
Bluetooth or QR codes. Deutsche Bahn uses a QR code for its tickets as a relatively
robust interface between the traveller’s smartphone and the ticket inspector’s reader, for
instance. The topic of mobile identities first became popular in the field of electronic
driving licences. The standardisation groups that operate in this environment – such as
ISO SC17 WG10 – have been working on the question of how to store physical driver’s
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licence data securely on a smartphone for several years. Since these mechanisms are not
limited to driving licences, the technical requirements and proposed solutions are
currently being discussed generically in working groups such as ISO SC17 WG3 or the
New Technology Working Group (NTWG).

2 Related work

2.1 Cryptographic Service Provider

A fundamental basis for identification and authentication on a substantial level of
assurance according to [EP14] is a Secure Element (SE). The SE is capable of hosting
various third party applets, e.g. for identification, authentication, public transport,
payment, etc. The installation itself of such an applet by a Trusted Service Manager
(TSM) is independent from the concrete applet. The administration of applets (loading,
installation, deletion and personalisation) can be implemented based on Trusted Service
Management Systems (TSMS). Generally the security mechanisms of the applet hosted
by the SE can also be proven by security certification. Usually Common Criteria
demands a composite certification of the applet in conjunction with the underlying
Protection Profile of the underlying SE. To allow installation of CC-certified applets
without the need of a Composite Certification of the applet on top of each type of SE, the
cryptographic functionalities are encapsulated in a Cryptographic Service Provider
(CSP), providing secure cryptographic services to the applet. Since the CSP’s security
services are logically separated and provided through well-defined external interfaces,
the operational environment cannot affect the security and correctness of the CSP.
Consequently, the security functionalities of the applet can be certified independently.
All functionalities can be implemented on the SE itself or alternatively the SE can
provide a key store/management back end for a CSP implemented outside of the SE. In
both cases, the Secure Element itself must be certified on at least Assurance Level
EAL4+AVA_VAN.4. [Kü20]

2.2 ISO/IEC 23220

This standard series provides building blocks for mobile eID System infrastructures and
normalizes protocols, interfaces and services for mobile eID Apps and mobile
verification applications. This is done by specifying generic system architectures of
mobile eID Systems, generic transaction flows of mobile eID Systems and generic
lifecycle phases of mobile eID Systems. One important part of this standard is the secure
area of a secure device which can be implemented by several types of secure elements,
e.g. embedded universal integrated circuit card (eUICC), embedded secure elements
(eSE) or Trusted Execution Environments (TEE) [ISO20].
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3 Current projects around the world

3.1 Mobile Driving Licence

The mobile Driving Licence (mDL) was the first popular initiative transferring an ID
onto a smartphone. Based on existing chip-based electronic driving licences standardized
in ISO/IEC 18013 [ISO18] a mobile driving licence is specified in this series now. The
purpose of this standard is to standardize interface specifications for the implementation
of a driving licence in association with a mobile device. It standardizes the interface
between the mDL and mDL Reader, and the interface between the mDL Reader and the
issuing authority infrastructure. Key functionality is the access to the security anchor of
the smartphone. To authenticate the origin of the mDL data and to verify the integrity of
the mDL data, it is necessary to get access to the secure element that is used in the
smartphone. Therefore, the mDL uses protocols that are standardized in ISO/IEC 23220.

3.2 Digital Travel Credentials

In 2016 the ICAO New Technologies Working Group (NTWG) established a specialised
subgroup in cooperation with the International Organization for Standardization (ISO) to
standardise digital travel credentials (DTC). Such credentials can be issued or applied in
a digital format, e.g. on smart devices or on servers. A DTC could temporarily or
permanently substitute a conventional passport by a digital representation of the
traveller’s identity. To assure security and convenience a DTC has to provide similar
functionality and security features that are comparable to those of a current eMRTD. The
role of ICAO is to define policies and use cases in this context; the role of ISO is to
specify technical guidelines.

One important advantage of an eMRTD is the digitisation of the traveller’s biographic
and biometric data stored in a chip embedded in the document. The chip data already
offers many benefits, including the verification of the passport holder’s identity through
facial recognition and providing authorities with the tools to verify and to authenticate
the ePassport. Therefore, the eMRTD is the template and the reference for the idea of
digital travel credentials. The ICAO has defined several core principles for DTC in
[IA18]:

•• The DTC must be at least as secure as an eMRTD.

•• The information contained in the DTC must be derived from the Travel Document
Issuing Authority’s data, and may come directly from the eMRTD.

•• The lifecycle management of the DTC must not necessarily be dependent on the
lifecycle management of the eMRTD.

•• Incompatible changes must not be required in the current eMRTD standards or in
the current process of issuing eMRTDs.
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•• The revocation of a DTC may result in a revocation of the eMRTD associated with
this DTC at the discretion of the issuing State.

•• The revocation of the eMRTD must automatically revoke all underlying DTCs.

•• The DTC must be issued by a Travel Document Issuing Authority.

3.2.1 Form factor of DTC

A number of different form factors for storing a DTC have been evaluated by ICAO, and
at the end the preferred one is a hybrid model that would consist of a virtual component
(DTC-VC) and a physical component (DTC-PC). The virtual component acts like a
credential that is linked to at least one physical component (authenticators). The
technical specifications are developed by ISO SC17 WG3 and contain protocols, data
structures and PKI [IA19].

The benefit of a hybrid travel credential is the combination of a virtual and a physical
travel credential in a way that the advantages of both approaches are merged while the
disadvantages are minimised.

To achieve this, a virtual travel credential is linked to one or more physical devices that
perform additional active authentication or chip authentication of the credential when
required for increased security. A hybrid travel credential may be used as virtual travel
credential alone where cloning protection may be arranged differently. In use cases
where a stronger binding is required, it may additionally be verified that a linked
physical token (the eMRTD) is in possession of the traveller, e.g. through biometrics.

Today an eMRTD can already be considered as a hybrid travel credential using the
logical data structure (LDS) as virtual travel credential and active authentication or chip
authentication implemented on the chip as the physical token. The virtual credential may
also consist of the data stored in a remote system, e.g. a database or a web service, with
the physical authenticator being a smart device (e.g. a smartphone) that can be used to
retrieve the data from the remote system by authenticating the holder of the physical
credential to the remote system.

This is preferred as the credential is already linked to the issuer by passive
authentication. The physical token allows the verifier to select the correct virtual
credential, with the added benefit of this being potentially provided in advance. It also
provides the verifying authority with the flexibility to decide whether the virtual
credential is sufficient or the physical authenticator is additionally required for
authentication.

The following matrix explains the mapping between the three options defined in the
mentioned policy paper and the specifications contained in the technical report:
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DTC-VC data
identical to existing

eMRTD

DTC-VC data not tied
to any existing

eMRTD
No separate DTC-PC Self-Derived (Not defined)

DTC-PC tied to
DTC-VC

Authority Derived Authority Issued

Tab. 1: Mapping of eMRTD and DTC

3.2.2 Interesting use case

A digital representation of an emergency travel document could be a first use case for
the DTC. This solution allows a flexible process to support travellers who lost their
ePassport and who are now in need of urgent travel documents yet in a location where
delivery of a standard ePassport is either impossible or unfeasible.

In an emergency case a traveller could apply for an urgent renewal enabling the issuing
authority to issue a hybrid DTC: essentially a virtual credential with a linked verified
physical authenticator provided remotely to the smartphone of the traveller. The citizen
could then travel back home or to a location where the ePassport could be collected. This
way requires that the DTC is acceptable for travelling (exit and entry for all crossed
borders) without the physical passport in the traveller’s possession.

The following first projects have started where DTC are used:

•• Known Traveller Digital Identity (KTDI) funded by World Economic Forum
[KT20]

•• New Zealand and Australia are using biometric and logical data structures in a
frequent traveller program

•• IATA One ID: Document-free process at airport based on identity management
and biometric recognition [OI20]

3.3 OPTIMOS 2

OPTIMOS 2 aims at creating an open, usable and secure identity ecosystem for mobile
services. Goal of the project is to supply a platform for eID-providers and enable them to
offer mobile eID services at eIDAS level “substantial“. Another goal is to offer service
providers - relying on a certain security level - a secure, privacy friendly platform for
mobile services. To assure this security level, access to a secure element of the smart
device is essential. The derived holder data (in this case derived from the German ID
card) is securely stored in the secure element of the smartphone. A Trusted Service
Manager (TSM) grants access to the secure element and allows secure and authentic
storing of holders data.
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4 Outlook

This list of outstanding projects in the context of mobile ID shows the importance of this
topic. Today it is already possible to store eID data on a smartphones with eIDAS level
“substantial”. As soon as the standards are finalized and officially released they will be
the base for several projects and new use cases for mobile identities. The use case
“emergency travel document” might be the first milestone in the area of travelling with
derived credentials stored on smartphones.
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Self-sovereign and Decentralized identity as the future of
identity management?

Michael Kubach1, Christian H. Schunck1, Rachelle Sellung1, and Heiko Roßnagel1

Abstract: Blockchain-based Self-sovereign and Decentralized identity approaches are seen by many
as the future of identity management. These solutions are supposed to finally bring universally
usable, trustworthy, secure, and privacy friendly digital identities for everyone and all use cases.
This paper first presents the promises of this technological approach. It then discusses some apparent
challenges for this new approach and their potential impact.

Keywords: Self-sovereign identity, Decentralized identity, identity management, IT-security,
privacy, blockchain, distributed ledger.

1 Introduction

Market researchers still foresee a massive growth potential in the digital identity market
[Di20a], [Wh19]. Efforts to provide high assurance electronic identities to European
citizens date back by more than 20 years. However, from today’s perspective one can
argue that significant efforts into developing identity solutions with high levels of
assurance have only led to very limited adoption: daily (or even monthly) use by citizens
and uptake in the private sector is scarce in the vast majority of European member states
(with a few exceptions [Ku20]). The private sector is dominated by the single-sign-on
solutions that are in the hands of big international platform corporations and that only
provide low levels of assurance.

Therefore, it is no surprise that new approaches based on high-impact technologies, such
as distributed ledgers and blockchain, have attracted major attention in the last 3-4 years,
both in industry and politics. These often called “Decentralized” and “Self-sovereign
Identity” (SSI) solutions, claim to bring identity management to the next level.

However, these novel concepts have their own challenges. Many technologies in the
identity management sector that were previously hyped as “revolutionary”, such as
CardSpace, Uprove, and Attribute Based Credentials, have failed miserably on the market
[Up20],[Ro16]. So, the question we would like to address in this paper is the following:
will Decentralized identities be able to survive the “hype” and truly live up to the high
expectations?

This paper will thus explore the current promises and intentions that are associated with
SSI based solutions. We conduct an overview analysis by summarizing the challenges for

1 Fraunhofer IAO, Nobelstr. 12, 70569 Stuttgart, firstname.lastname@iao.fraunhofer.de
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identity ecosystems (chapter 2) and by critically reviewing Decentralized and Self-
sovereign identity solutions (chapter 3). We identify critical issues and constructively
evaluate what is required for SSI to overcome the identified challenges (chapter 4).

2 Basic challenges for identity ecosystems

Although the world has become increasingly digital in every aspect of life for the last
decades, a major problem remains the transfer of personal identity into the digital world.
In this context, many issues have been addressed: privacy, security, data protection,
interoperability, and user experience. However, what is substantially lacking is a digital
ecosystem with sustainable business models and appropriate incentives for all
participating entities that can ultimately drive uptake.

The development of secure and federated digital identities in Europe over the past 20 years
was driven forward by initiatives such as the "Large Scale Pilots" Stork [Ta15] and Stork
2.0 funded by the European Commission. The results of these pilots formed an important
basis for the eIDAS regulation. In Germany, the development of secure digital identities
was primarily promoted by the government through the introduction of the electronic
identity card (nPA). Despite eIDAS and the nPA, the everyday and private sector use of
digital identities by citizens continues to be dominated by username/password applications
and the use of single-sign-on systems controlled by big international platform operators,
who offer only lower levels of assurance.

Research efforts regarding government issued eIDs have been ongoing and keep
addressing missing building blocks for a potential market uptake. For example, there have
been publicly funded projects (e.g. FutureID, SkIDenity [Sh15], [Si20]) that have
developed an identity broker, which mediates between different identity and service
providers, and thus provides a solution for a federated identity management across
sovereign and private service providers. Nevertheless, despite of work that has already
been invested by the research community and public sector, there are still major challenges
being faced by the digital identity ecosystem and a broad use of eIDs has not materialized
(except for niche markets, e.g. Estonia).

The identity market still faces problems associated with a complicated multi-sided market
that leads to a “chicken or egg” problem [Zi12]. Creating sustainable and balanced trust
relationships between identity providers, relying parties and users has also remained a
challenge [Zi12]. From an identity provider perspective, there is still a key problem of
generating sustainable business models as pointed out in reference [Ku13].

A relying party’s interest focuses on gaining more users or customers that are using a
service provided [Zi12]. It favors identity solutions that provide easy onboarding of new
customers, and a reasonable security at low cost. As for the relationships between relying
parties and users, the challenge remains that these are influenced by indirect network
effects and thus difficult to establish top-down.
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The main determinant for uptake on identity schemes is still the number of applications
and services where they are accepted.

In regards to the user, there have been many claims and assumptions to what features users
would like to have in regards to privacy and security. However, these claims often neglect
that privacy and security are just two among many other requirements user balance when
making decisions and detailed user studies on those claims are often lacking. A study in
relation to users’ willingness to pay and their preferences regarding identity management
systems [Ro14], finds that the users’ willingness to pay is generally low and preferences
of convenience often overtake privacy and security concerns. Overall, digital identity
ecosystems continue to face the issue of generating sustainable business models for
identity providers, and of addressing indirect network effects between key players of the
identity ecosystem. These issues continue to hamper the uptake and reusability of digital
identities.

3 Decentralized identity management and Self-sovereign identity

After describing some key challenges for any digital identity ecosystems, we are now
focusing on what is being marketed as the future of digital identity management
[Si18],[Ar17]. It promises the key to empower users to reclaim control over their data
[Je19],[Al16], and to break the dominance of the platform giants in web identity
management, e.g. through making identities easily portable [Va19],[Wa20]. In the
following, we will first clarify necessary fundamental terms of Decentralized identity
management and Self-sovereign identity concept before turning to the potential that is
associated with the concept. Finally, we will take a brief look at current approaches
implementing the concept.

3.1 Fundamental terms

A number of particular terms are frequently used in the context of Decentralized and
blockchain-based identity management. To avoid misconceptions, we will briefly define
the key terms without going into further detail – acknowledging that this is an evolving
field and definitions are not universally established yet.

In traditional identity management, every service provider (or relying party) stores
credentials of each user and enables them to authenticate directly to the business.
However, this also means that the user needs to separately register and authenticate with
each individual service they wants to use. Federated identity management simplifies this
process for the user. Here, an identity provider or credential service provider as
intermediary manages user credentials and enables the user to register and sign on to
various service providers. Most blockchain-based identity management approaches,
however, follow a user-centric model of identity management. This is supposed to address
interoperability, security, and privacy concerns, given the privileged position of the
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identity provider. In this model, the user controls their identity data and interacts directly
with the service providers – without relying on a trusted intermediary. Verifiable
information – credentials that the user received from credential issuers – are being shared
by the user on a need-to-know basis. The blockchain as such is mainly used an integrity-
protected “bulletin board” for a public key infrastructure (PKI) that supports the mapping
of keys to identifiers [Le20]. Following the characterization of a blockchain as a
Distributed Ledger Technology (DLT), this concept to manage public keys has been
described as Decentralized Public Key Infrastructure [Mü18], [Al15].

Self-sovereign Identity (SSI) is a frequently used term for blockchain-based identity
management approaches. The term is not always used consistently, but according to
[Mü18], a few key properties of the concept have emerged. Those can be summarized as
that a Self-sovereign identity management system allows users to fully own and manage
their identity without having to rely on a third party. This can be traced back to the so
called Ten Principles of Self-sovereign Identity proposed by [Al16] that apply a strong
user focus to identity management. Parts of these principles had already been included in
the Seven Laws of Identity proposed by [Ca05]. [Le20] characterize Self-sovereign identity
as a bottom-up approach, where no single entity acts as central authority that has control
over identifier origination and/or credential issuance. Identifiers and credentials are solely
managed by the users, without requiring any permissions. This is contrasted by the top-
down approach that is on the other side of a spectrum of possible organizational structures.
In this approach, a central authority controls identifier origination and/or issuance while
power may be delegated hierarchically through roles. Here, an owner of the system with
control of its governance exists. However, as [Ku19] shows in a survey of blockchain-
based IdM systems, the term SSI is used by solutions that do not completely follow a
bottom-up approach as well.

Two technical concepts that are an essential part of most blockchain-based identity
approaches are Decentralized Identifiers (DIDs) and Verifiable Credentials (VCs). Both
are currently being developed by the World Wide Web Consortia (W3C), which also
illustrates the ongoing standardization efforts around Decentralized identity management.

Recently, a working draft v1.0 for Decentralized Identifiers (DIDs), has been presented
[De19]. DIDs are identifiers that can be used for credential exchange and authentication.
Ownership of a DID is proven by demonstrating the possession of the private key
associated with the public key bound to the DID [Le20]. According to the W3C, the term
DID refers’ only to the Uniform Resource Identifier (URI) with the format "did:"<did-
method-name>":" <method-specific-id>, for example: did:example:123ABCdef. Other
elements of the specification are the DID scheme, which is the formal syntax of a DID and
the DID method that defines how to implement a specific scheme. This includes
information on how to create, update, and deactivate DIDs. A DID resolver returns the
DID document for a given DID that contains associated data describing the DID subject,
such as public keys, other attributes and metadata [De19]. A universal resolver is currently
in development by the Decentralized Identity Foundation (DIF). It is envisioned to enable
interoperability between different Decentralized identity management solutions [De20].
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The W3C recommendation for Verifiable Credentials (VCs) v1.0 [Ve19] defines a format
for credentials that are key element in many blockchain-based identity architectures (but
could be used in other architectures as well). A VC is a tamper-proof statement about the
subject that is cryptographically signed by its issuer. Besides the statement, it contains
metadata linking to the issuer, validity period, cryptographic schemes etc. The VC concept
also needs to include a revocation mechanism, which needs to balance privacy aspects
with effective revocation. This challenge can be approached in various ways and is one
significant difference between the W3C’s proposal for VCs and alternative
implementations. While in an on-chain claims registry, such as proposed for Ethereum-
based IdM systems, issuers can directly add and revoke claims [To17b], the W3C
approach does not utilize such a registry. Here, the blockchain is only used to map
identifier and authentication method. The W3C approach is more privacy-focused, but
makes revocation more difficult and brings challenges regarding collusions between the
issuer of claims with the claim holder as described in [Mü18]. Due to the problems
associated with the storage of personally identifying information contained in claims on
an immutable blockchain that result from regulations such as the GDPR, Ethereum-based
IdM proposals are recently moving away from on-chain to off-chain claims as well [Br19].
Therefore, while the concrete implementation of VCs may differ, the fundamental concept
of VCs is that of a cryptographically signed credential that is usually under the control of
the user and can be passed on to a service provider/relying party. Using different
cryptographic techniques, the service provider can check who issued the credential,
whether it has not been revoked and to whom it has been issued. This is achieved without
the issuer of the credential being directly involved in the process.

Private keys and credentials are usually managed by the user in a so-called wallet
application. This is also the application to interact with other entities, e.g. to sign in for
new services, and receive credentials. This application is often implemented on a
smartphone, but can reside on other edge devices, such as a desktop computer, too [Le20],
[So19]. Wallets can also be located on cloud computing infrastructure as cloud wallets or
be provided by third parties as so-called custodial wallets. Then they establish a stable,
always available endpoint for other services [Le20], [So18], [Ha19] and might also be
used to recover credentials if a wallet on an edge device is no longer available. Finally,
hardware wallets (USB sticks or smart cards) and paper wallets (private key and/or seed
phrases and/or QR-Codes that are printed out on paper) serve as alternative options to back
up and recover private keys [Le20], [So19], [Bl18].

3.2 Associated Potential

As mentioned earlier, the Decentralized approach is seen by many as the future of identity
management [Si18],[Ar17]. Decentralization is often used as a “synonym for a better
architecture: less monopoly/oligopoly, more control for the end user, more room for the
market forces, etc.” [Ku19]. However, to critically analyze the real potential it seems
advisable to break this argument down.
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The most prominently mentioned potential of Decentralized identity management is
certainly to give users the ultimate control over their data. Ideally, portability lets users
take their data out of the siloes of service providers and dependence on (trusted) third
parties as intermediaries for the use of identity data is eliminated. This goes with a high
level of privacy, which is particularly emphasized by the proposed solutions and plays a
major role in the case for Decentralized identity management [Si18], [Ai18], [Je19],
[Wa20], [Le20], [To17a]. The Decentralized, user-centric approach is also seen as a way
to reduce the risk associated with large aggregated sets of identity data – both regarding
hacks/leaks (e.g. Equifax) as well as misuse/manipulation (e.g. Facebook/Cambridge
Analytica) [Go19a], [Va19], [So18]. Moreover, the solutions often integrate cryptographic
schemes such as zero-knowledge proofs. Those enable the use of verifiable credentials
with selective disclosure so that users can disclose identity data directly to service
providers on a need-to-know basis, thus protecting the user’s privacy even further [Le20],
[So18], [Ab17].

Privacy, however, might not be a sufficient feature for the broad adoption of Decentralized
identity management. Therefore, following the user-centric approach further, usability
aspects are frequently stressed as well. Several Decentralized or Self-sovereign identity
solutions promise to eliminate the username/password problem. They promise to achieve
this via single-sign on (SSO) and/or logins via their smartphone wallet as well as
biometrics [Ku19], [So18]. As all identity data is managed at the user side, it should be
easy for them to keep data updated with all the services that they uses. Moreover, signing
up for new services becomes easier if no forms have to be filled out as already existing
identity data can be simply shared. On the other hand, this should also be attractive to
service providers as it reduces friction from customer onboarding. If verified identity data
is easily accessible, this could be used to reduce fraud and fulfil compliance requirements
too e.g. from Know Your Customer/Anti-Money Laundering (KYC/AML) regulations.
As the identity data could be shared directly from the user with the service provider, the
service provider would not be dependent on a third-party identity provider that might profit
from this relationship and/or constitute a point of failure [Go19b]. At the same time,
businesses would not have to manage the user information themselves. Hence, they could
be relieved from the associated costs and risks (e.g. for infrastructure, security) [Le20].

Finally, Decentralized identity management systems might have a potential to provide the
ID-infrastructure for currently over one billion people lacking valid identity information
that are thus excluded from even basic societal and business services. This can be refugees,
stateless persons or people in areas lacking proper infrastructure [Je19], [Wa20]. Several
initiatives are promoting digital identities to address this issue, for example the ID2020
Alliance [Di20b] and the World Bank’s Identification for Development (ID4D) Initiative
[Id20]. A number of proof of concept projects are/have been practically evaluating the use
of blockchain based identity management for this use case [Wa20], e.g. the World Food
Programme (WFP) in refugee camps and reported promising results [Bu20].
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3.3 Approaches to Decentralized identity management

Blockchain-based, Decentralized identity management can be implemented in various
ways. Three recently published papers analyze the different approaches, so that we refer
to them at this point. Without analyzing actual projects, [Le20] discuss different
approaches on a generic level according to the organizational structure (top-down vs. a
bottom-up), different models for identifier and credential management, presentation
disclosure, general system architecture design and the use of public registries. [Mü18]
survey essential components of a Self-sovereign identity, highlighting differences in
specifications and in actual projects/designs. In his extensive survey of market offerings
for blockchain-based identity management, [Ku19] analyses 43 approaches with different
levels of maturity and availability. The three papers show that despite these promises, the
technology is still in a quite early stage with a number of questions unanswered. While
standards are slowly forming, there is a significant number of competing approaches that
are not necessarily interoperable.

4 Critical analysis of centralized identity management

As discussed in the previous section Decentralized identity management has created high
expectations. Here we identify a number of critical challenges this approach is facing and
that will need to be addressed in the future. An important driving force behind the
development of SSIs was to enhance privacy and control for users by taking advantage of
a distributed architecture and thus avoiding single points of failure as well as single points
of control that exist in the conventional identity schemes based on PKIs and/or large-scale,
international, platform based identity providers and brokers. However, privacy is merely
one requirement among others and for broad user adoption ease-of-use, cost, reliability,
and convenience are important criteria, which cannot be implemented without trade-offs.
Even addressing the privacy protection goals by themselves requires trade-offs for
example between transparency and unlinkability [Zi19].

During our work over the last two years, we have repeatedly identified the following
challenges, without making a claim for completeness:

1. Building solutions while SSI technologies and standards are still under
development and evolving rapidly

2. Self-administration of digital identities and private keys for non-technical users
3. Reliable and transparent revocation of SSI based credentials and claims
4. Absence of a natural trust anchor for DLT-based digital identities

4.1 Building solutions while SSI technologies and standards are still under
development and evolving rapidly

There is currently a strong desire to demonstrate that SSI technologies are useful and can
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live-up to their promise. A high number of demonstrators and prototypes have been
presented, but existing solutions are still on a low to medium TRL (technology readiness
level) with the highest being around a TRL6 (technology demonstrated in relevant
environment) [Ho17].This considers that wallet applications found in App stores are still
missing important functions, so that the solutions are not applied in productive
environments. Therefore, developers are encouraged to rapidly customize and deploy SSI
based solutions using the existing frameworks, such as Hyperledger Indy, Aries and Ursa.
However, due to still ongoing rapid developments, the existing releases are not yet very
stable and undergo frequent changes. For example, it might be challenging to reliably
assess and certify the “level of assurances” (LoAs) of these solutions. While we believe
that these issues will be resolved eventually, the development of production level
applications is currently risky and could require expensive re-developments as
technologies and standards are adjusted.

4.2 Self-administration of digital identities and key management for non-
technical users

Self-sovereign management of digital identities implies that users manage their digital
identities without the need to rely on third parties. To achieve the highest degree of
privacy, users must thus take care of key management entirely by themselves. In this case,
also key-recovery becomes the sole responsibility of the user with all associated risks and
inconveniences in case of permanent loss. For most users, an appropriate balance between
privacy and convenience needs to be achieved and thus third parties will need to get
involved in key management and recovery.

For this reason, mechanisms like Decentralized Key Management Systems (DKMS), a
global interoperable standard for portable digital wallets, which hold the user’s private
keys are being developed. DKMS shall enable users to rely on a third-party application to
manage their digital wallets, and in particular aid with key recovery.

A completely Self-sovereign approach resembles users keeping their cash (credentials) in
a safe at home, while using a third-party digital wallet application is similar to opening a
bank account. DKMS then standardizes key recovery procedures (both offline and social)
and ensures that users can easily move their accounts to another bank (portability) if they
wish to do so.

However, standardization will not be sufficient. As banks underlie regulatory oversight,
there will emerge a need for governance bodies that oversee the certification of portable
wallet providers to ensure that these adhere to the DKMS standard.

Further, development, maintenance and certification of portable digital wallets will incur
costs. Currently, it is unclear if users’ willingness to pay will be sufficiently high to cover
these costs, or whether new sustainable business models can emerge, that do not attempt
to monetize user data.
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Finally, advocates of SSI based solutions stress that “portability” is a truly unique concept
that does not exist in traditional identity solutions. However, portability could easily be
ensured via regulation in all traditional solutions as well. In both approaches, governance
bodies are required to ensure adherence to standards and regulation.

4.3 Reliable and transparent revocation of SSI based credentials and claims

Most SSI schemes spend significant effort to achieve “unlinkability” (one of the six
privacy protection goals [Ha15]: no one, neither the credential issuer nor verifiers, should
be able to monitor credential use by the owner. The revocation of SSI based credentials
and claims is thus not trivial since the “phone home” problem must be avoided: a
credential verifier should not need to contact the credential issuer (“phone home”) to verify
that the credential has not been revoked. Mechanisms to circumvent this “phone home”
problem have been developed in several SSI schemes [Ve19], [To18] and are currently
being implemented.

However, there is another important privacy protection goal that is often in conflict and
thus needs to be balanced with unlinkability: transparency. This gives rise to an important,
so far unsolved problem: as all SSI schemes focus on unlinkability it has become
impossible to monitor and audit credential use – even for the credential owner. This
becomes problematic if a wallet is compromised: an intruder can just copy the associated
private keys and then use the respective credentials. The credential owner might never
become aware of the compromise since the key is not “missing”. The complete absence
of an audit log and thus of transparency regarding credential use prevents any systematic
approach for credential owners to detect improper use by another party.

4.4 Absence of a natural trust anchor for DLT-based digital identities.

An important problem that SSI-based credentials must address is: How can one trust that
the credential issuing entity is in fact the entity that it claims to be? If, for example, anyone
could issue credentials in the name of “Harvard University” one clearly runs into a trust
problem if someone presents a “Harvard University” Self-sovereign degree certificate.

Thus – if certificates should retain their value – SSI must deal with the very same problems
that were addressed with centralized PKIs and Decentralized Webs of Trust years ago: to
ensure that a public key is really issued by the entity that claims to have issued it. One
might argue that one can eventually implement DLT based consensus schemes that
implement mechanisms via which a community agrees on what is trustworthy. However,
it is unclear if their speed and the associated costs to prevent attempts to introduce bias
can compete with the ease at which fake accounts can be created at close to zero cost.

Therefore, most SSI schemes introduce centralized governance layers and trust
frameworks with trust anchors and/or trust intermediaries to address this problem.
However, those approaches destroy one of the main arguments for SSI, moving from an
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open ecosystem to one with a dominant stakeholder (or cartel) acting as gatekeeper.
Moreover, the developers (programmers) of the SSI components (crypto libraries, wallets
etc.) still possess significant power, which requires users to trust them for being honest
and competent (this aspect is mitigated by an open source strategy that is pursued by many
solutions). As of the time of this writing, we are not aware of solutions that take a unique
advantage of DLT architecture to develop a game changing new answer to this
fundamental problem for identity management frameworks.

5 Conclusion

How game-changing will SSI be for digital identity management? SSI does not have an
inherent answer to the problem of creating and managing trust anchors. The lack of audit
trails for credential use and thus transparency can create severe problems for detecting
compromised user accounts even for the legitimate account owners. Finally, efficient and
convenient key management requires users to rely (to a varying degree) on cloud service
providers. Approaches to build SSI Ecosystems for example according to the REAL
framework [Bo19] show that Decentralized ledger technologies just dominate layer one
out of four layers: the Self-sovereign aspects get increasingly diluted as the ecosystems
are constructed. This is by itself not necessarily a negative outcome, but the question is
whether such systems could not been built as well using conventional technologies without
a DLT layer.

Apart from architectural/technological issues relating to the functional performance of the
technology and at least as important is the question of adoption and economic
sustainability of the innovation. So far it has not been demonstrated how the chicken and
egg problem of attracting enough service providers/relying parties can be solved.
Moreover, sustainable business models for such a Decentralized identity ecosystem that
emphasizes privacy and data minimization still seem to be missing.

In addition, the focus on providing privacy in the form of unlinkability might actually not
be the most pressing need for users of such systems. According to [Ro14], users do not
value unlinkability (in form of privacy preserving credentials) as much as researchers
often assume. In fact, the majority of the sample showed less willingness to pay compared
to centralized solutions [Ro14].

Great attention should be paid to the new trust frameworks that are suggested. Rather than
building completely new frameworks like SOVRIN, that slowly need to attract recognition
and could suffer from a lack transparency, more conventional approaches, including the
incorporation of Web of Trust technologies, should be considered. An interesting approach
has been explored by the EU-funded project LIGHTest: LIGHTest has built a Global Trust
Infrastructure based on the DNS system, which not only allows to easily check which
public key belongs to which entity, but also to certify this entity according to which "trust
scheme" (e.g. eIDAS) [Ro17]. With a non-binding and extremely lightweight integration
of LIGHTest with DLT-based identities, an unwanted introduction of a PKI through the
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back door can be avoided. The advantage of such approaches is that one can already rely
on a trust root that is globally well established.

So, what is the ultimate advantage of DIDs and SSI? Without doubt, SSI brought a lot of
new movement into the digital identity sphere. Businesses, governments and supranational
bodies are paying attention and share the hope associated with this a novel approach. New
possibilities emerge to overcome the challenges that hampered the successful and
sustainable development of conventional digital identity ecosystems. This brings
entrenched stakeholders with sometimes conflicting interests back together to the table,
which could lead to solutions previously impossible. One important aspect that could drive
success is that the DLT layer is not controlled by a single entity. This can encourage
businesses to take advantage of market opportunities without being afraid to ultimately
just support the growth of a platform operator. In this context, it remains to be seen whether
sustainable business models for credential issuers, wallet operators, certification, and
governance bodies will emerge.
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Criteria for trustworthy digital transactions – Blockchain/
DLT between eIDAS, GDPR, Data and Evidence
Preservation

Tomasz Kusber1, Steffen Schwalm2, Kalinda Shamburger3 and Ulrike Korte4

Abstract: With the help of eIDAS [Re14], legislators have created a resilient framework in EU
and EFTA to place trustworthy digital transactions more and more in the centre of business
relationships. The regulated use of the trust services (e.g. qualified electronic signature or seal etc.)
as well as that of the secure electronic identities provides a solid foundation for the advancement
of digitization. The adequate evidence of electronic records as long as they are needed is a critical
success-factor for trustworthy digital transactions. The trustworthiness of the transactions must be
based on compliance with the basic values of authenticity, integrity, reliability, availability,
confidentiality and transferability. After a first hype there are increasingly more considerations
also in regulated industries to use DLT for digital processes which have to be accountable. In order
to make them evident and to fulfil documentation requirements it is necessary that DLT fulfils the
legal framework and prior art based on defined criteria for trustworthy digital transactions. This
paper focuses on the challenges and requirements for utilisation of DLT for trustworthy digital
processes including long-term preservation.

Keywords: DLT, Blockchain, eIDAS, Trust Service, evidence preservation, trustworthiness

1 Introduction

Since some years, Blockchain and Distributed ledger technology (DLT) generate a real
hype in particular with the most famous use case Bitcoin [OE17]. A great potential is
seen for the technology e.g. in finance industry, utilities, logistics or public sector.
[We17]. Distributed ledger technology (DLT) is basically a peer-to-peer network of
nodes sharing decentralized, distributed, digital data. It allows the transfer of data or
value from one party to another without having intermediates involved. Each node has a
copy of the ledger, to which all network transactions are written and which is only
updated throughout all nodes after consensus between the nodes has been reached
[IS20b]. Once written to the ledger the transactions are immutable. Any transaction can
reliably be tracked on the chain. The well-known Blockchain is a special category of
DLT, which organizes data/transactions in blocks that are sequentially linked to each
other by incorporating a hash of the previous block [IS20b]. The hash protection also
exists in DLT while the transactions are not organized in blocks. DLT does not
necessarily require the elimination of an operator/consortium providing the peer-to-peer
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network, this depends on the type of DLT. In terms of access and participation DLT can
be public, making it possible for anyone to participate, or private, granting access only to
specific parties. There is a differentiation regarding permissions as well. DLT that offer
full transparency and allow every party to take part in issuance and validation of
transactions are called permissionless (unpermissioned). Whereas permissioned
platforms do not allow their participants to be freely engaged in the platform, restricting
reading access, transaction validation and issuance. Because of that, this later type of
DLT is widely used in regulated environments such as aerospace, healthcare, life
sciences and pharma, logistics or public sector. Some main platforms are e.g.
Hyperledger Fabric and Corda in comparison to the much more famous Ethereum
[Fe19], [OE17], [UK16], [Ya18].

2 Fundamental requirements on trustworthy digital transactions

2.1 Trustworthiness of digital transactions and records

Trustworthiness of digital transactions and records means that the process and the
records are really what they seem to be and that this is provable by independent 3rd

parties. Trustworthy digital transactions ensure the unique and lossless evidence of
authenticity, integrity, reliability of the electronic records which are created, received,
stored and managed during the life-cycle of transaction against independent 3rd parties as
long as they are needed. This means typically until the end of the defined retention
periods based on and compliant to existing laws (between 2 & 110 years or permanent).
Some main pre-condition are their availability as well as the protection of the
confidentiality of records worthy of protection. The records contain content, metadata
and transaction (process) data. The basic preconditions for this is the transferability
[UN17] of the records. The evidence will be proven based on the records themselves so
the named requirements and in consequence the evidence value of a record are
significant properties of the electronic record itself ([WE18], [KHS14], [Ro07]). The
utilization of cryptographic measures, e.g. qualified e-signatures, seals and time stamps
acc. to eIDAS [Re14], enables users to preserve the evidence of their electronic records
without losing the transferability of the records. The evidence value of a qualified
electronic signature (e-signature) is the same as a handwritten signature, the seal makes
the authenticity and integrity of the sealed record evident. These cryptographic measures
are inherent and significant properties of the records. They require measures concerning
long-term preservation focusing on the record itself not the storage, the software
environment etc. to keep the trustworthiness of the records in the sense of preservation
of the information of the data record and its evidence ([Sc17] [Fi06] [KHS14], [ET19b],
[ET20]). Main precondition is the establishment of a valid records management
according to [IS16]. This includes established policies, roles & responsibilities,
processes as well as appropriate functionalities in business-IT to managing records
properly during their whole life-cycle from the creation or receiving over utilisation and
storage until archiving and disposition ([We18], [IS16]).
These basic burdens of proofs and requirements on trustworthy digital records and
transactions are independent from used IT-system, organization or process. Currently
there is no regulation defining technology or institution as trustworthy by themselves.
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Trustworthiness always requires the evidence of the significant properties based on the
records themselves as long as they are needed and without any losses. This requires
especially the transferability of the records and so the utilisation of (qualified) electronic
signatures, seals and timestamp acc. to eIDAS [Re14], [KHS14]. An evidence value of a
record is an inherent property of the record itself. That is why records should only be
archived in self-contained AIP which contain any necessary information (metadata,
content, evidence relevant and technical evidence data) in a standardized container acc.
to [IS12a]. The proof is typically done by trustworthy 3rd parties such as courts,
regulative authorities, auditors etc. depending on the legal requirements [We18].
This means trustworthiness can be achieved only by proof not by self-declaration.
Essentially it is necessary to make compliance to legal requirements and prior art – so
technical standards given and audited by trustworthy 3rd parties – evident [KKS18],
[We18], [He18].

2.2 Legal and organizational requirements

Since September 2014, the eIDAS regulation was defined, which came fully into force in
July 2016 as a European wide mandatory legal framework for trustworthy digital
transactions between citizens, business and government. The eIDAS-regulation contains
two parts which both affect trustworthy digital transactions in any business IT-systems:
secure digital identities (identification systems) and trust services, in the context of this
paper especially, of creation and validation of (qualified) electronic signatures, seals and
timestamps as well as preservation services. Any notified electronic identification
scheme has to be recognized and accepted by any public administration. Any minimum
advanced electronic signature, seal or timestamp from any qualified trust service
provider has to be accepted and validated by any public administration. Regarding
retention periods between 2 and 110 years or more the long-term preservation of
electronic signatures, seals, timestamps and the corresponding data is a mandatory need
to ensure the traceability of digital transactions by their records as long as they are
needed ([Sc15], [We18]). This was recognized by legislators, e.g. in Europe by the
Articles 34 and 40 in eIDAS [Re14] and in Germany with the obligation for long-term
evidence preservation (§ 15 VDG [Ve17]). In combination of secure digital
identification and trust services the eIDAS [Re14] enables public administration and
private companies to establish trustworthy digital transactions and to make them evident
against regulative authorities, auditors, courts etc. as well as to preserve the evidence
value as long as necessary. eIDAS [Re14] is technically underpinned by corresponding
European Standards of ETSI and CEN with Mandate 460. The standards are tied to
special state-of-the-art-technologies, which achieve the technical and security
requirements.

Furthermore the General Data Protection Regulation GDPR [Re16] has to be recognized
to ensure the confidentiality of personal data in digital transactions. The technical and
organizational measures to ensure confidentiality of personal data acc. to GDPR [Re16]
can also be used to keep trade and business secrets to achieve a holistic management of
protective records. In Art. 6 GDPR [Re16]), the obligation for information (Art. 13+14
GDPR [Re16]) as well as the rights of the affected person are in focus so right of access,
right of rectification, right to erasure and right of data portability. These obligations and



52 Tomasz Kusber et.al.

rights require not only organizational and technical measures included in a well-defined
data protection management system but also the technical ability of the applied IT-
system to change, export or delete personal data as well as a defined access management
or functionalities to decrease amount of the processing of personal data. Taking into
account retention periods for decades as well as existing documentation obligations and
burden of proof the GDPR [Re16] reflects the ensuring, preservation and evidence of the
significant properties of electronic records: authenticity, integrity and reliability (e.g.
evidence for consent, obligation of information, access, data portability), availability
(e.g. rectification, erasure, portability). This means if DLT is used in processes where
personal data are collected, managed and stored, the requirements of GDPR [Re16] have
to be fulfilled [We18].

The eIDAS [Re14] and the GDPR [Re16] are underpinned by sector specific regulations
concerning the documentation and traceability of digital transactions and records e.g.
EASA [EA20], FDA [CF19], EGovG [EG13].

2.3 Relevant Standards

The picture below shows the main organizational and technical standards for the
traceability and long-term preservation of digital transactions as preservation objects or
preservation object containers based on [IS16] and [Fe18]. One main basis is a valid
records management according to [IS16]. The preservation of information requires a
trustworthy digital archive compliant to [IS12a], [IS12b] with well-defined processes
and information packages to achieve independence from a special soft- or hardware
environment. Measures and protocols concerning long-term data preservation are
specified in [Fe18] and [ET20], especially on basis of the preservation evidence formats
Evidence Records according to RFC4998 [GBP07], RFC 6382 [JSG11] and
{C/X/P}AdES Archive Timestamps.

3 DLT in trustworthy digital transactions

3.1 Assessment of DLT against requirements on trustworthy digital transactions

If DLT should be used for trustworthy digital transactions, it is mandatory to long-term
preserve their data and evidences, also against 3rd parties, until the end of the retention
periods in force and to keep them provable – as it is required for any business IT-system.
This means a valid records management incl. evidence preservation is mandatory. The
table below shows an overview how DLT achieves or does not achieve the named
requirements currently without additional measures [FE19], [KKS18], [Ko18], [Ko19],
[DI20A], [Le16], [We18].

Property
Degree of
fulfilment

Justification

Authenticity
Very
Limited

Commonly, there are no standardized measures for
unique linking of transactions or records on DLT to
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Property
Degree of
fulfilment

Justification

corresponding legal or natural entities (persons).
Further investigation of currently existing
mechanisms, e.g. e-signature or -seals acc. to eIDAS
[Re14] in order to be used in pair with DLT is
necessary. Standardization of such approaches should
be aimed for in parallel.
At the present, only private, permissioned DLT
instances could fulfil this requirement, especially
while implementing a proprietary solution.

Integrity Limited

Immutability is built on the hash protection of
blocks/transactions but no resilient5 Proof of Existence
(PoE)6. Furthermore, no rehashing & resigning
measures acc. to prior art exist. Especially the use of
hash algorithms, which became weak, leads to loss of
the integrity (c.f. Fig. 1).

Confidentiality Limited

Only private, permissioned DLT seems to fulfil this
requirement.
Fulfilment of GDPR [Re16] is only possible with off-
chain storage of affected data. (Keeping crucial data
on-chain prevents the fulfilment of deletion of those
data without having the chain integrity unaffected.
Anonymization and pseudonymization can become
critical concerning transparency of transactions also in
private, permissioned DLT.

Transferability
Very
Limited

No standardized migration or ex-/import measures
exist. At this stage, there is no common standard or
mechanism, which could be used in order to retrieve
the data (transaction or a set of them) from one DLT-
based application and put it on the other one. This
includes also the use case of providing the evidence
data based on DLT to the authorities (e.g. to fulfil legal
requirements).

Tab. 1: Assessment of DLT against core requirements of records management

In the conclusion of the DLT assessment against significant requirements on records
management to achieve trustworthiness it can be ascertained that DLT needs further,
additional measures to be enabled for the execution of trustworthy digital transactions.
Furthermore it can be determined that only permissioned DLT with limited reading and
writing rights for the participants (e.g. consortium or private DLT) and an off-chain
storage of the records are currently recommended. Only data about the transaction, not
the content itself should be stored on-chain [Ko18], [DI20a], [Le16], [Fe19]. This need
is recognized by national and international standardization to define a valid

5 There used to be applied a system time stamp, but not a trustworthy timestamp issued by corresponding
authority, e.g. a qualified trust service provider for qualified time stamp acc. to [eIDAS].

6 Evidence that proves that an object existed at a specific date/time (c.f. [ETSI119102-1])
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organizational and technical framework for trustworthy utilization of DLT.

3.2 Relevant Standardization of DLT and interim conclusion

Currently the standardization in subject of this paper focuses on complementing DLT
with the needed tools for long-term traceability and preservation of its transactions and
their records, e.g. using secure digital identities and trust services regarding eIDAS
[Re14]. So especially the [DI20a] defines determined and provable criteria to use DLT
for trustworthy digital transactions by fulfilling records management and long-term data
preservation with focus on eIDAS [Re14] and GDPR [Re16].The DIN-specification
normatively references corresponding national and international standards regarding
DLT e.g. [DI20b] concerning privacy or [W320] for self-sovereign-identity as well as
[IS16] regarding records and [ET19b], [ET20], [Fe18] reg. long-term data and evidence
preservation. [DI20a] is a main input for [IS20a] which will act as the worldwide
pendant.

4 Criteria for trustworthy digital transactions with DLT

The criteria in [DI20a] for trustworthy digital transactions with DLT are discussed under
two headings – functional and technical criteria. While the functional criteria describe
mainly measures especially regarding general issues, governance, privacy or digital
identities that shall be considered, the technical criteria describe in detail, how DLT
needs to be set up in order to be used for trustworthy digital transactions.

4.1 Functional criteria

First of all it is necessary to meet requirements described in chap. 3.1 and 3.2 by
integrating DLT in a valid records management. This requires the compliance with
regulatory requirements is achieved as well as the definition and implementation of well-
described roles, responsibilities and policies for records management integrating DLT
with the corresponding business-IT. It also requires the records themselves to be stored
off-chain for the whole life-cycle of records and their transaction/process information
on-chain.

Secure digital Identities & Trust Services

In order to utilize DLT for records management and trustworthy digital transactions, the
identities of the participants have to be known unambiguously. This is necessary to make
transactions and their records evident against 3rd parties, to fulfil burden of proof and
documentation needs compliant to prior art for records management and trustworthy
digital transactions [We18], [BB15]. To attain this, DLT inherent functions have to be
enhanced with addition of eIDAS [Re14] compliant identification in appropriate level of
assurance. This can be achieved with self-sovereign-identity acc. to [W320]. In this case
only the anonymized or pseudonymized data are stored on-chain. The identity data itself
is stored off-chain in order to ensure compliance to GDPR [Re16]. Decentralized
identifiers (DIDs based on W3C standard [W320]) are suitable to be integrated for this
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purpose and maintain compliance to privacy regulations as no identifying data is stored
on chain. In fact the holder of the DID has complete control over the DID and there is no
central authority needed to implement it. The inclusion of identities provides the basis
for assignment of permissions to these identities further improving security of the
system. It should be carefully considered which participant should be allowed to execute
what type of actions within the system. A trusted authority in role of gatekeeper assigns
permissions to nodes operated by trusted identities thus defining the actions these are
allowed to execute. This approach is currently executed e.g. by ESSIF [ES20] and EBSI
[EB20] in EU but also several other initiatives around Europe.

Furthermore DLT inherent functions have to be enhanced with addition of eIDAS
[Re14] compliant identification in appropriate level of assurance and by trust services.
Especially the trust services for creation of qualified electronic signatures, seals (X.509
based or token based using content of X.509 envelope) and timestamps are needed to
provide genuine verifiability of digital processes using DLT authenticity, reliability and
integrity of transactional data by keeping provability by independent 3rd parties. This
means in fact that a trusted “gatekeeper” could enable the DLT with secure digital
identities and trust services acc. to eIDAS [Re14] to be used for trustworthy digital
transactions.

Privacy

Setting up and running a system for records management and preservation of evidences
should always be done with consideration of data protection regulations. If personal data
is involved the system needs to be GDPR [Re16] compliant. This requires that affected
data are strictly stored off-chain and can be deleted on demand. There are some solutions
in the field of applied research for GDPR [Re16] compliance of DLT, e.g. [Bu18], but
currently neither standardized nor matured. Any access to data on-chain needs valid
access rights management. DLT have to be integrated in data protection management
including appropriate technical and organizational measures [Ko18], [Zi17], [Fe19].

4.2 Technical criteria

One main challenge concerning the long-term stability of DLT is the possibility to
migrate data stored on-chain. Currently only migration between different DLT-platforms
is possible via a bridge but standardized migration from DLT to another business –
necessary e.g. to fulfil the right of data portability GDPR [Re16] – is still in research
stage. That is why personal data should be stored off-chain only.

Information Security

Although DLT contains properties to ensure integrity of the transactions there are also
different security vulnerabilities against possible attacks. Before DLT is used, a security
concept is necessary which covers a well-grounded risk management and detailed
security measures including further information concerning consensus mechanism and
its fault tolerance [Fe19]. The cryptographic mechanisms shall be based on state-of-the-
art algorithms as recommended e.g. in [SO16] or [ET19a].

Long-Term Preservation and Proof of Existence
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A main vulnerability concerning long-term burden of proof of digital transactions in
DLT is the lack of standardized rehashing and resigning measures as well as Proof of
Existence. In DLT the blocks or ledger are hashed in the father-son-principle but without
a standardized procedure for the rehashing of the whole chain in case that the
cryptographic algorithms or their parameters lose their suitability as security measures
over the course of time. This lack can lead to recalculation of old hash algorithms and
manipulation of the chain by an attacker without notice

The reason for this is that with obsolete hash-algorithms the secured data can be changed
by recalculation and afterwards replacement of the hash protection, which still seem to
protect the original data but were manipulated.[FE19] [SM17] [DI20a]. This
vulnerability is well-known since hash and also signature integrity protection is used and
not exclusive to DLT. Furthermore, there is also no Proof of Existence acc. [ET18] and
[ET19b] with a trustworthy time for transactions in DLT. Existing time-stamps in DLT
only make evident a period of time, but not a point of time where a transaction was
executed or transaction/data were still unaltered from a trustworthy source e.g.
(qualified) trust service provider acc. to Art. 41 eIDAS [Re14].

The hash-based integrity protection in DLT uses Merkle-Trees [Me80]. This makes it
possible to use well-established measures e.g. acc. to TR-03125 [Fe18] and RFC4998
[GBP07], also included in the standards for (qualified) preservation services eIDAS
[Re14] and [ET19b], [ET20] to solve the rehashing and Proof of Existence challenge in
DLT. In this case the system for long-term preservation regarding the [Fe18] in
connection with a (qualified) preservation service on basis of [ET19b], [ET20] is
connected and complements it with the missing functionalities. The picture below
illustrates a possible solution [Ko18], [SM17].

Fig. 1: Evidence Preservation in DLT

The transactions form a data object group acc. to [GBP07] together with the referenced
records (content) e.g. Tx01 with D1 and D2 or Tx04 with D5. A Merkle- Hashtree
[Me80] is created over all transactions and the referenced records which will be closed
with the root-hash-value e.g. HR1. The calculated root-hash-value will be stored in the
belonging blockheader e.g. B1H inside the block-description, e.g. SB1, and protected
with the same hash-tree. As a result the hash-tree of the block gets a new root-element,
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e.g. Hx, which will input for hash-tree acc. [GBP07] e.g. in a [Fe18] compliant system
for evidence preservation or preservation service acc. to eIDAS [Re14] and [ET20] and
closed by a qualified archive timestamp [Ad01] e.g. ATS1. Some procedure can be done
with the next block (B2) so that the needed concatenation of the blocks will be achieved.
The same system or preservation service can be used for the off-chain stored records too.
In the result the evidence preservation as well as rehashing and Proof of Existence of on-
chain transaction information and the referenced records can be done in this way.

5 Perspective and Need for further Standardization

In summary it can be determined that a valid records management together with
appropriate security measures, evidence preservation as well as the identification
systems and trust services acc. to eIDAS [Re14] enable DLT to be used for trustworthy
digital transactions. Secure digital identities and trust services can be easily added to
DLT networks to achieve non-repudiation and thus long-term preservation of evidences
on authenticity and integrity of on-chain stored transaction data. Although further
standardization is ongoing in CEN concerning interoperability of digital identities,
especially self-sovereign-identity in DLT according to ESSIF-initiative as well as to
identify and realize further development of eIDAS [Re14] and corresponding European
standards for user-friendly and compliant utilisation of digital identities in DLT.

The well-described connection between DLT and corresponding business-IT, where the
records and especially personal data are stored off-chain, achieves compliance to GDPR
[Re16]. The combination makes it possible to use the advantages of both worlds DLT
and eIDAS [Re14], GDPR [Re16] and establishes the basis for innovative network based
business models G2B2C in trustworthy digital ecosystem. In order to make the business
models easier as well as to ensure long-term stability, further standardization concerning
GDPR [Re16] but also migration facilities of DLT is recommended. Another subject for
further standardization is appropriate security measures, especially the long-term
stability of hash algorithms and Proof of Existence in DLT as well as their preservation
of evidence to fulfil legally binding burden of proof or documentation needs.
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Identity Management as a target in cyberwar

Lothar Fritsch1

Abstract: This article will discuss Identity Management (IdM) and digital identities in the context of
cyberwar. Cyberattacks that target or exploit digital identities in this context gain leverage through
the central position of IdM digital infrastructures. Such attacks will compromize service operations,
reduce the security of citizens and will expose personal data - those of military personell included. The
article deĄnes the issue, summarizes its background and then discusses the implications of cyberwar
for vendors and applicants digital identity management infrastructures where IdM is positioned as a
critical infrastructure in society.

Keywords: Identity management; Cyberwar; Cyber conĆict; Digital identities; Information Privacy;
Critical Infrastructure Protection; Security; CyberconĆict; Cybersecurity

”The events which can not be prevented, must be directed.”

- Klemens von Metternich

1 Introduction

Identity management is a technological platform that enables the identiĄcation and veriĄca-
tion of persons or computers as well as the processing of persons, of ownership over physical
or virtual objects and over all other imaginable resources. Mobile phone subscriptions and
bank accounts as well as payment systems are well-known domains where IdM plays a
critical role. Less visible domains are public utilities, government administration or health
services, where in progressing digitization of services IdM is introduced to both control
access and roles of employees as well as to identify persons who are being administered,
billed or privileged through IdM.

IdM is therefore a critical infrastructure that underlies many other of societyŠs critical
infrastructures and functions, while making citizens involuntarily accessible to external
actors [HG08]. This article will discuss Identity Management as a critical asset in the
context of cyberwar. It will discuss the relevance in face of power and military action, then
illustrate the issue with examples. Digital identity will be positioned as an attack vector for
1 Karlstad University, Dept. of Mathematics and Computer Science, Universitetsgatan 2, Karlstad, Sweden

lothar.fritsch@kau.se emailaddress@author2
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Fig. 1: Consequences of three escalating categories A1,A2 and A3 of cyberattacks on identity
management.

cyberattacks. Next, possible regulatory restrictions will be introduced, before I conclude
and summarize.

The main argument of this article is:
IdM ist the key to most digital environments, the key to all citizens (military and civil),
and has therefore major relevance in national security and sovereignty in the context of
cyberwar.

2 Background

IdM is of major relevance in the national security context. First, it enables the governance
of digital services of all kinds, and is therefore a part of most digital civil, administrative
and critical infrastructures, including communications. Next, digital identities are directly
associated with individuals, which turns them into tools to track, proĄle, Ąnd and access
those people. Third, digital identities are used directly in military contexts where they
are the key to personnel, equipment or actions. The role of RFID auto-identiĄcation of
goods and products in industrial espionage and sabotage has been illustrated by Fritsch in
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[Fr09]. The remainder of this section will discuss examples of how IdM is closely related to
cybersecurity, and how compromize of digital identities endangers societal security and
sovereignty.

Digital identities can get exploited for various adverse actions in escalating levels of impact
on societal security (labeled as categories A1-A3 below):

A1: Surveillance and intelligence gathering: Key persons or large segments of popula-
tions can be targeted through digital identities for observation.

A2: Personalized manipulation and disruption: Through individual digital identities,
people can be targeted for inĆuence campaigns or can become the individual target of
adverse action.

A3: Mass exploitation or disruption of services: Compromize of IdM at a large scale
will enable the disruption of critical societal functions, either through their simple
destruction that will render identiĄcation as well as archives useless, or through
targeted exploitation of stolen identities for disruptive actions that target societyŠs
critical processes and services.

The consequences of these actions are llustrated in Fig. 1. It is noteworthy that digital
identities bridge from the digital into the physical domain. Cyberattacks may combine into
cyberphysical attacks where digital surveillance from A1 may lead to physical action against
persons in A2 and A3. Fig. 2 illustrates how digital identiĄers connect digital and physical
spaces in ways that are exploitable by attackers even in the physical domain.

Simple observation of digital identities can leak critical secrets. In 2018, a Ątness app for
self-metering of jogging performance published trail maps of joggers that were found to
reveal secret military facilities used by U.S. troops 2.Such data extraction relates to category
A1. Further investigation of Ątness appsŠ data extraction conĄrmed how unveriĄed apps can
easily access critical identities and personal data [MHF19].

Kallberg [Ka16] discusses pillars of societal stability that will be at risk through cyber
attacks (pp. 121). Cyberwar strategy aims at the destabilization of the target contryŠs
functioning institutional arrangements. He explicitly discusses governmental registers and
archives with institutional knowledge such as property registers as potential targets. The
pivotal role of IdM in governance puts IdM in the core of such attack strategies. Such actions
fall into category A3.

Dunlap [Du14] discusses the consequences of a future hyperpersonalization of war through
digital identities. Dunlap reasons about digital technologies as enablers of acts of war that
target speciĄc individuals. He describes two relevant cases which are in category A2:

2 The Guardian: Fitness tracking app Strava gives away location of secret US army bases, 2018-01-
28, https://www.theguardian.com/world/2018/jan/28/Ątness-tracking-app-gives-away-location-of-secret-us-army-
bases , accessed 2020-02-21
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Fig. 2: Identity management causes cyberphysical security and privacy problems when exploited in
cyberwar.
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1. The targeting of individual soldiers with biometrics-enabled or otherwise personalized
weapons.This vision is illustrated by the short Ąlm Slaughterbots 3. Similar tactics have
already historically been observed being used against U.S. soldiers in the PaciĄc who
found their private browser history published on the Internet 4. Similar threats have
been addressed to U.S. soldierŠs smart phones in 2019 5. Worries about digital targeting
have been voiced by Swedish defense researchers Sigholm and Andersson [SA11]
who reason about future battleĄeld technologyŠs exposing of soldierŠs personal data.
Case examples from the Iraq war have been collected by Conti et al. [Co10] who
documented the naive use of identiĄers in battleĄeld. Personal data gets weaponized
in conĆicts. This problem has been noticed by privacy technology researchers at
Karlstad University who suggest the use of privacy enhancing technology (PET) in
battle contexts [FFH18].

2. The targeting of civillians with misinformation for the purpose of destabilization
(A2). The impact of such tactics when applied against massses (A3) has been seen in
the manipulation election services deployed by Cambridge Analytica in 2016 [Be18].
Military personnel and their families recently have been exposed to such tactics, for
example during NATO exercises in the Baltics where wifes of Dutch military pilots
reveived threatening phone calls 6.

Individuals may come under surveillance and may suffer from intelligence actions that
steal their identities. Eakin [Ea17] describes in his essay ŠThe Swedish Kings of CyberwarŠ
a joint intelligence effort called WINTERLIGHT where intelligence targeted the whole
spectrum of identities from access control credentials up to fabrication of ŠrealŠ LinkedIn
pages in the name of targets. The aforemention propaganda against soldiersŠ families are
part of these tactics. A. PĄtzmann warned against naive application of RFID identiĄcation
of humans in 2007 through the example of person-speciĄc bombs that explode when certain
personŠs RFID passport walks by 7 (category A2).

A suspected intelligence cyberattack agaainst a Dutch issuer of commercial web certiĄcates,
DigiNotar, The provider was hacked and then used to issue large numbers of fake domain
certiĄcates [vdM13, WB18]. The issued certiĄcates were found to be used by intelligence
services to intercept SSL-encrypted web traffic. Only after several months this was discovered,
and business terminated by the Dutch government8. Meulen [vdM13] concludes:

3 See video ŠSlaughterbotsŠ at https://autonomousweapons.org/slaughterbots/ , accessed 2020-02-21
4 Bruce Schneier about Future Cyberwar,

https://www.schneier.com/blog/archives/2018/08/future_cyberwar.html, accessed 2020-02-21
5 Interview with Keir Giles on Military,com, https://www.military.com/daily-news/2019/09/03/russian-harassment-

nato-personnel-families-next-chapter-information-warfare.html , accessed 2020-02-21.
6 De Telegraf, Telefoonterreur treft thuisfront: ŠRussenŠ intimideren vrouwen Nederlandse F-16-vliegers, 2019-09-

19, https://www.telegraaf.nl/nieuws/838014510/russen-intimideren-vrouwen-nederlandse-f-16-vliegers ,accessed
2020-02-21

7 Neues Deutschland: PersonspeziĄsche Bomben mit RFID-Pass, 25.04.2007, https://www.neues-
deutschland.de/artikel/108709.regierung-baut-personenspeziĄsche-bomben.html , accessed 2020-02-21

8 See full description: https://www.enisa.europa.eu/media/news-items/operation-black-tulip, accessed 03-Apr-2020
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The DigiNotar disaster was a painful wake-up call for the world, not just for the Dutch
government. They provided the stage on which this disaster could unfold. The breach
maintained considerable repercussions for various parties around the globe, especially
the affected Gmail users in Iran. (...)it is clear DigiNotar is unfortunately not an isolated
incident. In the same year, the media also reported on other attacks against RSA and an
affiliate of Comodo, another CA. (...) Other examples include multiple breaches against
Verisign, another CA, in 2010, which did not come into the public eye until 2012.

Large-scale IdM infrastructures that process vulnerable populations may lead to genocidal
abuse (A3). In spite of historic precedence of the perils of mass identiĄcation in the Thrid
Reich [Al04, Bl01], modern technology facilitates the mass sorting of populations by
applying easily isusable technology such as the mass application of facial biometrics in
public areas [Bo17]. Other vulnerable scenarios include digital identities for refugees in
UNHCR camps who get registered with biometrics, which may expose them to new classes
of risks [Ja15] where conĆict moves from the physical into the cyber domain.

3 Attack vectors

The attack vectors through identity management need further attention. IdMs are complex
systems combining many parties into the execution of multi-party protocols. End users of all
levels of knowledge and relying parties without domain expertise are connected to and trust
in certiĄcate authorities, access control systems and document archives. Such systems have
vast attack surfaces for intelligence, takeover or disruption. Attack vectors, in general, are:

• Traceable and linkable identiĄers;

• Recognizable (unencrypted and identiĄable) identity attributes;

• Registration attacks against certiĄcate authorities;

• Directory attacks against directory services;

• Denial of service attacks against parts or all of IdM;

• IdentiĄer, token and credential theft and misuse in replay, imposture or social
engineering;

Attacks can get launched directed against IdM technology as well as against procedures
and administrative staff. A wide overview over attack vectors against IdM is described by
Haber and Rolls in [HR20b]. Tradscending digital risks they illustrate - as observed by
Conti et al. [Co10] - the threats to IdM that come through physical information on paper or
plastic [HR20a].

The observation of use patterns of IdM tokens has been noted by Paintsil [PF10], in particular
accommodating tracking risks. Fritsch and Momen show how tracking of ID attributes
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over time enables the collection of identity attributes [FM17, MF20], which constitutes an
additional intelligence risk of speciĄc types of IdM with observable tokens or personal
information.

3.1 Impact

IdM as an attack vector in cyberwar and cyberphysical war will have serious impact. From
the examples discussed above we can expect that IdM will be used in cyber attacks to seek
the following purposes:

• Personalized surveillance of individuals of interest;

• Personalized and individual attacks (today drone killings, tomorrow run over by a
smart car)

• Attacks on infrastructure (IdM compromized - infrastructure compromized);

• Attacks on documents, archives, authorizations, bank accounts et cetera (trolling and
bot networks exploiting real accounts for adversary purposes);

• IdentiĄcation opens channels for personalized propaganda and manipulation (Cam-
bridge analytica, threats, blackmail and distortion).

• Identity is key to personal data that can get weaponized (compromates, blackmail,
disruption, interference).

Facing the vast potential consequences of cybebrattacks, IdM should be both hardened and
regulated to mitigate the perils of cyberwar.

3.2 Rules and regulation

IdM in cyber conĆict relates to many rules and regulations that vendors of IdM might
normally not have in mind when they develop or deploy their technology. Starting from
the top level, oneŠs ability to use digital identities and related services in undisrupted ways
is anchored in the Universal human rights [As48]. Robinson et al. [Ro18] directly relate
cyber conĆicts that involve personal digital identity or personal data to three articles of
the Universal human rights (pp.7). Article 3 guarantees the right to a safe life, article 12
protects the privacy of the individual, and article 19 guarantees freedom of expression and
freedom of information against interference.

Further regulation of cyberwar action can be drawn from the rules of war laid forth in the
Geneva convention. SpeciĄc requirements are the distinction of civilians from military under
attack [Ro17] and the minimization of collateral damage to civilians. However, the concept
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of cyber collateral damage [RG16] is ill-deĄned at this time while the IdM infrastructures
are conĄgured and deployed in ways that are close to guaranteeing cyber collateral damage
on the civil society.

A closer look at privacy and data protection requirements for secure identity management
has been taken by privacy regulators and technology experts in the scope of the FutureID
project in [Ha13]. The report formulates strong requirements concerning the secrecy,
unlinkability, integrity and control over identiĄers. Privacy regulation such as the EU
General data protection regulation (GDPR) 9 imposes similar strict data protection and
privacy requirements on identity providers.

It may surprise that the EU NIS directive 10 does not focus explicitly on IdM as a critical
service in society, given its role and its impact in the functioning of society.

4 Conclusion

Identity management (IdM) is an attractive target for cyber attacks. It enables adversarial
surveillance, intelligence gathering, and identity theft. IdM can open channels for direct
attacks on individuals as well as on large segments of the population, easily scaling up to
the level of a genocide. The attack and disruption of IdM will affect, compromize or destroy
critical societal services and critical infrastructures.

IdM should therefore be treated as a critical infrastructure of high relevance for societal
security. In consequence, IdM needs to consider its weaknesses, implications and impact
when attacked for the aforementioned purposes in cyberwar. Vendors and relying parties
need to make sure that citizens will not be endangered through easily traceable or abusable
digital identiĄers. Identity attributes must be protected with high security assurance. Access
to critical services and the integrity of digital archives must be preserved with special
attention, which will demand protection measures as well as redundancy.

Effort will have to be spent to ensure that identity and access management providers prevent
their directory services from becoming Škill listsŠ for adversaries. One particular important
question will be: How can we protect digital identities against nonconsensual use by other
parties for the purpose of cyberwar? Biometric technology and plain-text identity attributes
are two speciĄc high-risk areas of IdM.

International laws and treaties may regulate future cyberwar consequences for IdM, however
as of now they do not exist. Therefore should IdM be assessed for cyberwar risks and
consequences in multiple perspectives: strategic, national security, national sovereignty, and
last but not least focusing on the impact on citizens, in analogy to data protection or privacy
impact assessments performed for personal data processing.

9 Regulation (EU) 2016/679 (General Data Protection Regulation), 2016, https://gdpr-info.eu/ , accessed 2020-02-21
10 DIRECTIVE (EU) 2016/1148 OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL of 6 July 2016
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We have to accept that IdM is both a critical infrastructure and an attractive target for cyberwar.
Vendors and users of the technology need to be aware of the risks and consequences.
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Abstract: 4HIS PAPER IS CONCERNED WITH THE QUESTION OF HOW TO OBTAIN THE HIGHEST POSSIBLE ASSURANCE
ON TRUST POLICY DECISIONSȷ WHEN ACCEPTING AN ELECTRONIC TRANSACTION OF SUBSTANTIAL VALUE OR SIGNIfiCANT
IMPLICATIONS˛ WE WANT TO BE SURE THAT THIS DID NOT HAPPEN BECAUSE OF A BUG IN A POLICY CHECKER‹ 0OTENTIAL
BUGS INCLUDE BUGS IN PARSING DOCUMENTS˛ IN SIGNATURE CHECKING˛ IN CHECKING TRUST LISTS˛ AND IN THE
LOGICAL EVALUATION OF THE POLICY‹ 4HIS PAPER FOCUSES ON THE LATTER KIND OF PROBLEMS AND OUR IDEA
IS TO VALIDATE THE LOGICAL STEPS OF THE TRUST DECISION BY ANOTHER˛ COMPLEMENTARY METHOD‹ 7E HAVE
IMPLEMENTED THIS FOR THE 4RUST 0OLICY ,ANGUAGE OF THE ,)’(4EST PROJECT AND WE USE THE COMPLETELY
INDEPENDENTLY DEVELOPED &/, THEOREM PROVER AS A COMPLEMENTARY METHOD‹
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1 Introduction

7HEN AN ORGANIZATION ENGAGES IN AN ELECTRONIC TRANSACTION OF SUBSTANTIAL VALUE OR WITH
SIGNIfiCANT IMPLICATIONS FOR THE ORGANIZATION˛ IT SHOULD HAVE policies IN PLACE TO PROTECT
THEMSELVES OR MITIGATE RISKS‹ &OR INSTANCE˛ BEFORE STARTING A COSTLY PRODUCTION THE BUSINESS
WANTS TO BE SURE THAT THE APPARENT CUSTOMER THAT ORDERED THE PRODUCTION IS REALLY THE ENTITY
WHO INITIATED THE ORDER AND THAT THE ELECTRONIC SIGNATURE ON THE ORDER IS INDEED LEGALLY BINDING
˘SO IT IS REASONABLE TO ASSUME THAT IT CAN BE ENFORCED BY THE LEGAL SYSTEM IN THE APPLICABLE
JURISDICTION¯‹ 4HIS MAY ALSO INCLUDE LIMITS ON THE TOTAL VALUE OF THE ORDER SO THAT EVEN IF A
LEGAL DISPUTE FAILS OR TAKES TIME˛ THE COMPANY CAN STAY OPERATIONAL‹

4HE PROJECT ,)’(4EST ;",”—= OffERS AN INFRASTRUCTURE FOR FORMULATING TRUST POLICIES FOR
THIS KIND OF PURPOSE˛ E‹ G‹˛ A COMPANY MAY DEfiNE THE FOLLOWING POLICYȷ WE ACCEPT EVERY
ORDER UP TO A SPECIfiED AMOUNT˛ IF IT WAS SIGNED WITH AN E)$!3 QUALIfiED SIGNATURE‹ 4HEY
MAY ADDITIONALLY ALLOW FOR TRUST SCHEMES OUTSIDE THE %UROPEAN 5NION˛ BUT RELY ON TRUST
TRANSLATION RECOMMENDATIONSȷ SUPPOSE THE %UROPEAN #OMMISSION DEfiNES A TRANSLATION FROM
A FOREIGN SCHEME TO E)$!3˛ SAY LEVEL « IN THE FOREIGN SCHEME IS REGARDED AS EQUIVALENT
TO LEVEL ADVANCED IN E)$!3˛ THEN THE COMPANY MAY ACCEPT THOSE SIGNATURES AS WELL˛ BUT
MAY CHOOSE TO SET A LOWER CAP ON THE VALUE OF ACCEPTED ORDERS‹ 4HE REASON FOR SUCH A LOWER
CAP IS THAT A LEGAL DISPUTE OUTSIDE THE %UROPEAN 5NION MAY BE MUCH MORE DIffiCULT FOR THIS
COMPANY‹ /N THE OTHER HAND˛ THEY MAY HAVE OTHER BUSINESS POLICIES˛ E‹ G‹ IF THE CUSTOMER
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IS WELL‚KNOWN OR HAS A GOOD REPUTATION FROM OTHER PARTNERS‹ &INALLY˛ 7E MAY ALSO HAVE
DELEGATION˛ I‹ E‹˛ IF THE CUSTOMER IS ITSELF A COMPANY˛ IT MAY BE AN EMPLOYEE SIGNING ON BEHALF
OF THE COMPANY‹ &OR ALL THESE PURPOSES˛ ,)’(4EST OffERS A 4RUST 0OLICY ,ANGUAGE ˘40,¯ AND
HAS AN AUTOMATED TRUST VERIfiER ˘!46¯ TO EVALUATE A GIVEN TRANSACTION AGAINST A GIVEN POLICY˛
POSSIBLY LOOKING UP TRUST LIST ENTRIES AS NEEDED ;-ț”ı=‹

4HIS PAPER IS CONCERNED WITH THE QUESTIONȷ HOW CAN WE TRUST THE TRUST DECISION MADE BY
THE !46˛ OR MORE GENERALLY˛ HOW CAN WE BE SURE ABOUT THE RESULT OF AN AUTOMATED POLICY
EVALUATIONffl 4HE PROBLEM WOULD BE IF WE ACCIDENTALLY ACCEPT A TRANSACTION THAT ACTUALLY DOES
NOT MEET THE REQUIREMENTS OF THE POLICY – DUE TO A BUG IN POLICY EVALUATION TOOL‹ 7E SEE AT
LEAST THE FOLLOWING ASPECTS RELEVANT TO THIS QUESTIONȷ

Cryptography !RE FOR INSTANCE THE ELECTRONIC SIGNATURE ALGORITHMS SUffiCIENTLY SECURE
˘UNTIL THE TIME WE RELY ON THEM¯ AND IMPLEMENTED CORRECTLYffl

Parsing 7HEN EXTRACTING INFORMATION FROM A DOCUMENT˛ IS THIS PARSING DONE CORRECTLYffl
0OTENTIAL PROBLEMS INCLUDE AMBIGUOUS DOCUMENT FORMATS˛ PARTS ERRONEOUSLY NOT
INCLUDED IN THE SIGNATURE˛ VULNERABILITIES TO INJECTION›OVERflOW ATTACKS‹

History #AN WE LATER PROVE TO A THIRD PARTY WHAT WAS THE STATE OF A TRUST LIST AT THE TIME
OF THE POLICY DECISIONffl 4HERE CAN BE MODIfiCATIONS OF THE TRUST LIST BY THE HOSTING
ORGANIZATION˛ AS WELL AS THE PROBLEM OF REVOCATION‹

Semantics !SSUME THE PREVIOUS POINTS ARE ALL CORRECTȷ DOES THE TRANSACTION THEN INDEED
LOGICALLY SATISFY THE POLICYffl 0OTENTIAL PROBLEMS INCLUDE THAT THE !46 HAS SOME LOGICAL
BUGS SUCH AS INSTANTIATING VARIABLES INCONSISTENTLY‹

Real world $OES THE POLICY ACTUALLY MAKE SENSE TO THE BUSINESS SUCH AS LIMITING DAMAGES
AND PROVIDING SUffiCIENT LEGAL ASSURANCESffl

4HE MAIN CONTRIBUTION OF THIS PAPER IS TO PROPOSE A SOLUTION FOR THE POINT “3EMANTICS”
BY AN “INDEPENDENT SET OF EYES”‹ 4HE IDEA COMES FROM THE AREA OF PROOF ASSISTANTS LIKE
)SABELLE›(/, ;.07“„= WHICH PROVIDE A WAY TO FORMALIZE MATHEMATICAL CLAIMS AND PROOFS
FOR THEM IN A LANGUAGE SIMILAR TO PROGRAMMING LANGUAGES˛ AND THAT THE PROOF ASSISTANT
CAN CHECK‹ 4HIS GIVES AN OVERWHELMING ASSURANCE THAT PROOFS ARE INDEED CORRECT˛ BECAUSE
IT RULES OUT THE PROBLEM OF HOLES˛ FALSE CONCLUSIONS˛ OR IMPRECISIONS IN PROOFS THAT OFTEN
OCCUR IN STANDARD PROOFS THAT ARE WRITTEN IN A MIXTURE OF MATHEMATICAL TERMS AND NATURAL
LANGUAGE‹ 7HILE )SABELLE›(/, OffERS SOME AUTOMATION TO fiND PROOFS˛ THE HUMAN PROVER STILL
HAS TO PROVIDE AT LEAST THE MAIN IDEA OF A PROOF‹ 4HE PROVER ;3"4”ı=˛ IN CONTRAST˛ IS
AN AUTOMATIC PROVER FOR &IRST‚/RDER ,OGIC ˘&/,¯ THAT WAS PROVEN CORRECT IN )SABELLE‹ )T IS
BASED ON A HANDBOOK CHAPTER BY "ACHMAIR AND ’ANZINGER ;"’“”= AND THUS PROVES THAT THEIR
APPROACH IS CORRECT‹ 4HE FORMALIZATION˛ HOWEVER˛ REVEALED SEVERAL NON‚TRIVIAL MISTAKES IN THE
CHAPTER˛ ALL OF WHICH WERE THEN RECTIfiED‹ 7ITH WE THUS HAVE A THEOREM PROVER WHERE WE
HAVE THE SAME OVERWHELMING ASSURANCE AS IN )SABELLE WHEN ACCEPTS A &/,‚STATEMENT
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AS LOGICALLY VALID‹ 3INCE ,)’(4EST’S 40, IS INSPIRED BY 0ROLOG˛ WE CAN CAST POLICY DECISIONS
AS &/, THEOREM PROVING PROBLEMS AND THUS USE FOR DOUBLE CHECKING THEM‹

/NE MAY WONDER WHY NOT TO USE AS THE POLICY DECISION TOOL IN THE fiRST PLACE‹ 4HE REASON
IS THAT THE !46 OF ,)’(4EST EVALUATES POLICIES IN A DIffERENT WAY THAN A THEOREM PROVERȷ IT
PROCESSES A TRANSACTION ˘PARSING˛ SIGNATURE CHECKING˛ COMPARING fiELDS¯ AND INTERACTS WITH
DIffERENT SERVERS MAINTAINING TRUST LISTSff ALSO IT HAS TO PROCESS POLICY RULES AND THEIR ELEMENTS
IN A GIVEN ORDER‹ )N CONTRAST˛ A THEOREM PROVER DEALS ONLY WITH LOGICAL FORMULAE AND NEEDS
THE FREEDOM TO “PROCESS” THEM IN AN ARBITRARY ORDER IN ORDER TO BE MOST EffECTIVE‹ 7E THUS
PROPOSE THE COMBINATION OF !46 AND – OR MORE GENERALLYȷ THE COMBINATION OF A POLICY
DECISION TOOL WITH A VERIfiER – AS THEY BENEfiT FROM COMPLEMENTARY STRENGTHS‹

4HE MAIN CONTRIBUTION OF THIS PAPER IS THE INTEGRATION OF THE !46 AND ‹ 4HIS INCLUDES
DEfiNING A GOOD INTERFACE FOR THE fiRST THREE ASPECTS Cryptography˛ Parsing AND History
THAT ARE BEYOND WHAT CAN CHECK‹ 4HE IMPLEMENTATION OF OUR APPROACH IS PART OF
THE ,)’(4EST DISTRIBUTION AND fiRST EXPERIMENTS HAVE INDEED REVEALED A FEW MISTAKES IN A
PRELIMINARY IMPLEMENTATION OF THE !46 THAT ARE NOW ALL CORRECTEDff THUS OUR VERIfiCATION HAS˛
IF ANYTHING˛ ALREADY PRACTICALLY CONTRIBUTED TO IMPROVING THE !46‹

2 Preliminaries

/UR WORK IS BASED ON THE ,)’(4EST 4RUST 0OLICY ,ANGUAGE 40, ;-ț”ı= WHICH WE fiRST
BRIEflY INTRODUCE BY WAY OF AN EXAMPLE 40, POLICY ˘ADAPTED FROM ;-ț”ı=¯‹ 4HIS EXAMPLE
IS THAT AN AUCTION HOUSE RECEIVES BIDS FOR AUCTION LOTS OVER THE )NTERNET IN A CUSTOM FORMAT
˘DEfiNED BY THE AUCTION HOUSE THEMSELVES¯ AND IT ACCEPT ALL BIDS UP TO ”–““ %URO AS LONG AS
THE BIDDING FORM IS SIGNED BY AN E)$!3 QUALIfiED SIGNATURE‹ )N 40, THIS LOOKS AS FOLLOWSȷ

1. accept(Transaction) :-

2. extract(Transaction, format, theAuctionHouse2020format),

3. extract(Transaction, bid, Bid),

4. Bid <= 1500,

5. extract(Transaction, certificate, Certificate),

6. extract(Certificate, format, x509),

7. extract(Certificate, pubKey, PK),

8. verify_signature(Transaction, PK),

9. check_eIDAS_qualified(Certificate).

10.

11. check_eIDAS_qualified(Certificate) :-

12. extract(Certificate, format, eIDAS_qualified_certificate),

13. extract(Certificate, issuer, IssuerCertificate),

14. extract(IssuerCertificate, trustScheme, TrustSchemeClaim),

15. trustscheme(TrustSchemeClaim, eIDAS_qualified),
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16. trustlist(TrustSchemeClaim, IssuerCertificate, TrustListEntry),

17. extract(TrustListEntry, format, trustlist_entry),

18. extract(TrustListEntry, pubKey, PkIss),

19. verify_signature(Certificate, PkIss).

,INES ” TO ı DEfiNE A predicate accept‹ 3UCH A DEfiNITION IS CALLED A clause‹ 4HE PREDICATE
accept SPECIfiES WHEN A TRANSACTION IS ACCEPTED‹ 4HE TRANSACTION IS HERE REPRESENTED AS A
PARAMETER VARIABLE Transaction TO THE PREDICATE ˘ON LINE ”¯‹ !S A CONVENTION˛ VARIABLES
ALWAYS START WITH A CAPITAL LETTER˛ WHILE IDENTIfiERS THAT START WITH A LOWER‚CASE LETTER ARE
CONSTANTS OR PREDICATE SYMBOLS‹ 4HE FOLLOWING LINES GIVE CONSTRAINTS ON THE TRANSACTION THAT
NEED TO BE ALL TRUE IN ORDER TO SATISFY accept(Transaction)‹

40, SUPPORTS THE USE OF ARBITRARY DATA FORMATS AS LONG AS A PARSER FOR THAT FORMAT EXISTS‹
#ONSIDER THE CONSTRAINT ON LINE „ THAT USES THE extract PREDICATE‹ 4HE extract PREDICATE
CONNECTS 40, WITH THE PARSERS OF THE VARIOUS DATA FORMATS WHERE THE fiRST TWO PARAMETERS
ARE THE INPUT AND THE THIRD PARAMETER IS THE OUTPUT‹ )N THE CONCRETE EXAMPLE WE ASK WHAT
THE format OF Transaction IS AND WE EXPECT A PARTICULAR RESULT DEfiNED BY THE CONSTANT
theAuctionHouse2020format‹ )N THE EXAMPLE˛ THIS IS A CUSTOM FORMAT DEfiNED BY THE AUCTION
HOUSE THEMSELVES˛ CONTAINING A NUMBER OF fiELDS THAT THEY REQUIRE TO BE fiLLED IN IN ORDER TO
MAKE A BID AT THEIR CURRENT AUCTIONff ASSUME THESE fiELDS INCLUDE AT LEAST THE fiELDS bid AND
certificate THAT WE FORMULATE CONSTRAINTS ON BELOW‹ 4HE POLICY DECISION WOULD BE NEGATIVE
IF AT THIS POINT THE PARSER FOR THIS FORMAT DOES NOT SUCCESSFULLY PARSE THE GIVEN TRANSACTION‹

)N LINE « THE extract PREDICATE IS GIVEN AS PARAMETERS Transaction˛ bid AND Bid‹ !S SAID
BEFORE˛ THE theAuctionHouse2020format CONTAINS A fiELD CALLED bid˛ AND THE CONSTRAINT
HERE IS TO SIMPLY BIND THE CONCRETE VALUE IN THE TRANSACTION TO THE VARIABLE Bid ˘IN FACT THIS
CONSTRAINT CANNOT FAIL¯‹ ,INE » SPECIfiES THE CONSTRAINT THAT WHATEVER IS NOW THE VALUE OF Bid
SHOULD BE AT MOST ”–““‹ !GAIN˛ IF THE CONCRETE BID IN THE TRANSACTION IS ABOVE ”–““˛ THEN AT
THIS POINT THE POLICY DECISION STOPS WITH A NEGATIVE RESULT‹

)N LINES –‚ WE fiRST EXTRACT A CERTIfiCATE FROM THE TRANSACTION˛ NOW REPRESENTED AS VARIABLE
Certificate˛ THEN WE PUT THE CONSTRAINT THAT IT SHOULD BE OF THE X–“ı FORMAT˛ AND LASTLY WE
EXTRACT A PUBLIC KEY FROM IT˛ BINDING IT TO A NEW VARIABLE PK‹ (ERE WE ASSUME A SIMILAR INTERFACE
TO THE X–“ı FORMAT AS FOR THE AUCTION HOUSE FORMAT‹ )N LINE 8 WE USE THE verify_signature
PREDICATE TO REQUIRE THAT THE SIGNATURE ON THE TRANSACTION Transaction CAN BE VERIfiED WITH
THE PK PUBLIC KEY‹ )N FACT˛ THIS REQUIRES THAT theAuctionHouse2020format IS A FORMAT WITH A
NOTION OF A SIGNATURE‹

%ACH CONSTRAINT OF THE CLAUSE SO FAR ˘LINES „‚8¯ USES built‚in PREDICATES OF 40, ˘extract˛ <=˛
AND verify_signature¯‹ 4HE PREDICATE IN LINE ı˛ HOWEVER˛ IS NOT BUILT‚INȷ IT IS DEfiNED BY THE
CLAUSE IN LINES ””‚”ı‹ ,INES ””‚”» CONSTRAIN WHAT FORMAT THE CERTIfiCATE MUST HAVE AND ALSO
EXTRACTING FROM IT AN ISSUER CERTIfiCATE AND FROM THAT A TRUST SCHEME CLAIM‹ ! TRUST SCHEME
CLAIM IS A 52, TO A TRUST LIST THAT THE ISSUER CERTIfiCATE CLAIMS TO BE REPRESENTED ON‹ )N LINE ”–
WE USE THE BUILT‚IN trustscheme PREDICATE WITH SECOND PARAMETER eIDAS_qualified WHICH
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CHECKS IF THE 52, POINTS TO THE E)$!3 TRUST LIST‹ )N LINE ”— WE USE THE BUILT‚IN PREDICATE
trustlist ACTUALLY PERFORM THE TRUSTLIST LOOKUP˛ TO CHECK IF IT INDEED CONTAINS THE REQUIRED
IssuerCertificate‹ !S A RESULT OF A SUCCESSFUL LOOKUP˛ WE OBTAIN A TrustListEntry THAT
WE CHECK IN LINES ” TO ”ıȷ WE CHECK THE ENTRY FORMAT˛ EXTRACT THE PUBLIC KEY STORED IN THE
ENTRY˛ NOW PkIss˛ AND VERIFY Certificate’S SIGNATURE WITH RESPECT TO PkIss‹

)N THIS EXAMPLE WE HAVE DEfiNED BOTH THE PREDICATES accept AND check_eIDAS_qualified
BY ONE CLAUSE EACH‹ )N GENERAL˛ WE CAN DEfiNE ANY NUMBER OF CLAUSES˛ AND THEY REPRESENT
ALTERNATIVE WAYS TO SATISFY A PREDICATE‹ &OR INSTANCE˛ IN THE EXAMPLE A BID ABOVE ”–““ %URO
WOULD NOT FULfiLL THE ABOVE CLAUSE˛ BUT IF ANOTHER accept CLAUSE IS SPECIfiED ˘E‹ G‹ ON KNOWN
CUSTOMERS¯ THEN THE !46 TRIES THAT NEXT‹

3 Transcripts

4HE GOAL OF THIS PAPER IS TO VERIFY THE LOGICAL ASPECT OF THE TRUST DECISIONS OF THE !46 –
AND WE LEAVE OUT THE ASPECTS THAT ARE “OUTSIDE” THE LOGICAL REALM˛ NAMELY THE VERIfiCATION
OF SIGNATURES˛ PARSING˛ AND SERVER LOOKUPS‹ 7E THUS NEED AN APPROPRIATE INTERFACE BETWEEN
THE LOGICAL AND THE EXTRA‚LOGICAL SIDE‹ 4O THIS END WE INTRODUCE THE NOTION OF A transcript
AS A TRIPLE ( , , ) WHERE IS THE 40, POLICY˛ IS A QuerY AND IS AN event log‹ 4HE
QUERY WILL BE SIMPLY OF THE FORM accept(transaction) WHERE transaction IS A CONSTANT
REPRESENTING THE TRANSACTION DOCUMENT IN QUESTION‹ )N FACT˛ FOR ALL ELEMENTS THAT WE TALK ABOUT
IN THE TRANSCRIPT˛ WE USE SUCH SYMBOLIC CONSTANTS‹ 4HE EVENT LOG CONTAINS A RECORDING OF ALL
BUILT‚IN PREDICATES THAT WERE SUCCESSFULLY EVALUATED BY THE !46 DURING THE POLICY DECISION‹

3INCE WE NEED TO WORK LATER WITH SYMBOLIC CONSTANTS˛ BUT THE !46 WORKS ON QUITE DIffERENT
DATA‚STRUCTURES˛ WE NEED TO TAKE AN INTERMEDIATE STEP TO ARRIVE AT A TRANSCRIPT‹ !S A POLICY IS
BEING CHECKED˛ THE !46 WILL BUILD WHAT IS BASICALLY A TREE REPRESENTATION OF THE VARIOUS
OBJECTS THAT IT STORES‹ 2UNNING THE ABOVE POLICY ON WITH A CONCRETE TRANSACTION COULD RESULT
IN THE FOLLOWING TREE REPRESENTATIONȷ

(root)

+--transaction

| +-- format = ”the_auction_house_2020”

| +-- bid = ”600”

| +-- certificate

| +-- pubKey

| +-- issuer

| +-- trustScheme = ”trust.eidas.eu”

+--trustlistentry1

+-- pubKey

4HIS TREE REPRESENTS A STATE OF THE !46 WHERE IT CONTAINS A TRANSACTION AND A TRUST LIST ENTRY
WHICH EACH ARE REPRESENTED AS SUBTREES˛ NAMELY THE SUBTREES ROOTED IN “˘ROOT¯‹TRANSACTION”
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AND “˘ROOT¯‹TRUSTLISTENTRY”” RESPECTIVELY‹ 7E SHALL FROM NOW ON IGNORE THE ROOT NODE IN PATHS
AND THUS THE MENTIONED PATHS OF THE EXAMPLE START WITH “TRANSACTION” OR “TRUSTLISTENTRY””‹
4HE TREE HAS INTERNAL NODES LIKE “TRANSACTION‹CERTIfiCATE”‹ 4HE TREE ALSO HAS LEAVES SUCH AS
“TRANSACTION‹BID”‹ 4HIS LEAF CONTAINS THE VALUE “—““”‹ !DDITIONALLY˛ THE !46 KEEPS TRACK OF
THE CONCRETE DATA THAT SOME PARTS OF THE TREE REPRESENT˛ FOR INSTANCE “TRANSACTION‹CERTIfiCATE”
AND “TRUSTLISTENTRY”‹PUB+EY” REPRESENT A CERTIfiCATE AND A PUBLIC KEY˛ RESPECTIVELY˛ AND THE
!46 NEEDS TO KEEP TRACK OF THE CERTIfiCATES SIGNATURE‹

7E HAVE THUS AUGMENTED THE !46 SO THAT IT CAN GENERATE THE EVENT LOG AS A SIDE EffECT DURING
ITS NORMAL WORK‹ 7E USE AGAIN THE EXAMPLE POLICY FROM SECTION „ AND AS A TRANSACTION THE
CONCRETE OBJECTS SHOWN IN THE ABOVE TREE ˘FULfiLLING THE POLICY¯ȷ

extract(transaction, format, theAuctionHouse2020format).

extract(transaction, bid, 600).

600 <= 1500.

extract(transaction, certificate, transaction_certificate).

extract(transaction_certificate, format, x509).

extract(transaction_certificate, pubKey, transaction_certificate_pubKey).

verify_signature(transaction, transaction_certificate_pubKey).

extract(transaction_certificate, format, eIDAS_qualified_certificate).

extract(transaction_certificate, issuer, transaction_certificate_issuer).

extract(transaction_certificate_issuer, trustScheme,

transaction_certificate_issuer_trustScheme).

trustscheme(transaction_certificate_issuer_trustScheme, eIDAS_qualified).

trustlist(transaction_certificate_issuer_trustScheme,

transaction_certificate_issuer, trustlistentry1).

extract(trustlistentry1, format, trustlist_entry).

extract(trustlistentry1, pubKey, trustlistentry1_pubKey).

verify_signature(transaction_certificate, trustlistentry1_pubKey).

4HIS LOG CONTAINS AN ENCODING OF THE CONCRETE INSTANCE OF ALL BUILT‚IN PREDICATES THAT OCCURRED
DURING EVALUATION‹ 4HE REPRESENTATION INCLUDES CONSTANTS REPRESENTING THE PATHS INTO THE TREE
THAT WERE USED DURING THE EXECUTIONff FOR EXAMPLE˛ transaction_certificate REPRESENTS THE
PATH “TRANSACTION‹CERTIfiCATE”‹ 7E TAKE CARE THAT WHEN SUCH CONSTANTS ARE INTRODUCED THEY DO
NOT CLASH WITH THE CONSTANTS ALREADY PRESENT IN THE POLICY‹

4 Translating Transcripts to Logical Formulae

7E NOW TRANSLATE A TRANSCRIPT TO LOGICAL FORMULAE‹ /UR RUNNING EXAMPLE POLICY WILL BE
TRANSLATED TO THE FOLLOWING LOGICAL FORMULAȷ

(∀Transaction,"id,#ertificate,P+.
accept(Transaction) ← (
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eXtract(Transaction, format, the!uctionHouse„0„0format) ∧
eXtract(Transaction, bid,"id) ∧
less?or?eQ("id, i1500) ∧
eXtract(Transaction, certificate,#ertificate) ∧
eXtract(#ertificate, format, X50ı) ∧
eXtract(#ertificate, pub+eY,P+) ∧
verifY?signature(Transaction,P+) ∧
check?eI$!S?Qualified(#ertificate)

)
)
∧
(∀#ertificate, Issuer#ertificate,PkIss, TrustList%ntrY, TrustScheme#laim.

check?eI$!S?Qualified(#ertificate) ← (
eXtract(#ertificate, format, eI$!S?Qualified?certificate) ∧
eXtract(#ertificate, issuer, Issuer#ertificate), ∧
eXtract(Issuer#ertificate, trustScheme, TrustScheme#laim) ∧
trustscheme(TrustScheme#laim, eI$!S?Qualified) ∧
trustlist(TrustScheme#laim, Issuer#ertificate, TrustList%ntrY) ∧
eXtract(TrustList%ntrY, format, trustlist?entrY) ∧
eXtract(TrustList%ntrY, pub+eY,PkIss) ∧
verifY?signature(#ertificate,PkIss)

)
)
4HE TRANSLATION FOR EACH CLAUSE REPLACES THE COMMAS ˘,¯ WITH CONJUNCTION SYMBOLS ˘∧¯˛ AND
THE COLON DASH ˘:-¯ IS REPLACED WITH AN IMPLICATION SYMBOL ˘←¯‹ ,ASTLY ALL VARIABLES IN
THE CLAUSE ARE UNIVERSALLY QUANTIfiED ˘USING THE ∀ SYMBOL¯‹ 4HE TRANSLATION OF THE POLICY IS
THEN SIMPLY THE CONJUNCTION ˘USING ∧¯ OF THE TRANSLATED CLAUSES‹ .OTE THAT NUMBERS SUCH AS
”–““ ARE TRANSLATED TO SYMBOLIC CONSTANTS i1500 AND THE <= OPERATOR BECOMES THE PREDICATE
less?or?eQ‹ /UR IMPLEMENTATION MAKES SURE THAT THESE NAMES DO NOT CLASH WITH NAMES OF
OTHER LOGICAL CONSTANTS OR PREDICATES AS TO AVOID AN AMBIGUITY IN THEIR MEANING‹ ,ET US CALL
THE ABOVE EXAMPLE FORMULA eX‹

4HE EVENT LOG IS TRANSLATED AS A CONJUNCTION AS WELL˛ IN OUR EXAMPLE eX IS THE FORMULAȷ

eXtract(transaction, format, the!uctionHouse„0„0format) ∧
eXtract(transaction, bid, i600) ∧
less?or?eQ(i600, i1500) ∧
...

verifY?signature(transaction?certificate, trustlistentrY1?pub+eY)
7ITH THE QUERY eX = accept(transaction) WE HAVE THE TRANSLATED TRANSCRIPT ( eX, eX, eX)‹
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5 Semantics: From Logic Programming to FOL

Check the Transcripts %SSENTIALLY THE IDEA IS NOW THAT AFTER A SUCCESSFUL RUN OF THE
!46 WE HAVE THREE FORMULAE ( , , )ȷ THE POLICY ˛ THE QUERY AND THE EVENT LOG ‹ 7E
ESSENTIALLY WANT TO DOUBLE CHECK WITH WHETHER ∧ LOGICALLY IMPLIES ‹ )F SO˛ THEN
THE POSITIVE DECISION OF THE !46 IS verified‹ (OWEVER˛ AS ALWAYS˛ THE DEVIL IS IN THE DETAILS
AND WE DESCRIBE NOW HOW TO MAKE THE CONNECTION TO SEMANTICALLY PRECISE‹

;3"4”ı= IS AN AUTOMATIC THEOREM PROVER FOR &IRST‚/RDER ,OGIC ˘&/,¯‹ ’IVEN A &/,
FORMULA IN 4040 FORMAT ;3U”=˛ ATTEMPTS TO PROVE THAT THE NEGATION OF THE FORMULA
IS UNSATISfiABLE‹ 7HILE CAN RUN INTO NON‚TERMINATION ˘SINCE VALIDITY IS UNDECIDABLE
FOR &/,¯˛ WE HAVE A STRONG GUARANTEE WHEN IT DOES TERMINATE‹ 4HE REASON IS THAT THE
INFERENCE ENGINE OF HAS BEEN PROVED TO BE sound AND complete USING THE PROOF ASSISTANT
)SABELLE›(/, ;3"4”ı=‹ Soundness GIVES US STRONG MATHEMATICAL GUARANTEES THAT IF
CLAIMS THAT THE FORMULA IS UNSATISfiABLE THEN INDEED IT IS UNSATISfiABLE‹ #ompleteness GIVES
US STRONG MATHEMATICAL GUARANTEES THAT IF THE FORMULA IS UNSATISfiABLE THEN WILL BE ABLE
TO PROVE THAT˛ WHEN GIVEN ENOUGH TIME‹

3INCE 40, IS INSPIRED BY 0ROLOG˛ UNSURPRISINGLY ITS SEMANTICS IS BASED ON LOGIC PROGRAMMING
AS WELL˛ AND IN FACT THIS WORK EXPLOITS HOW CLOSE 40, IS TO THE SEMANTICS OF &/, FOR WHICH

IMPLEMENTS AN AUTOMATED THEOREM PROVER‹ 4HERE ARE SOME DIffERENCES HOWEVER˛ AND
WE NOW HIGHLIGHT THESE DETAILS CAREFULLY AND DISCUSS HOW WE CAN HANDLE THEM‹

Free Algebra ,OGIC PROGRAMMING GENERALLY WORKS ON SO‚CALLED free models˛ FOR AN
OVERVIEW SEE FOR INSTANCE ;%&4ı»˛ #HAPTER ””= AND SINCE THERE IS SOMETIMES CONFUSION
ABOUT THE SEMANTICS˛ (INRICHS AND ’ENESERETH SUGGESTED THE FORMAL DEfiNITION OF Herbrand
Logic ;(’“—= TO CONTRAST IT MORE PRECISELY WITH &/,‹ /NE OF THE KEY DIffERENCES IS THAT IN
(ERBRAND LOGIC AND LOGIC PROGRAMMING IN GENERAL˛ FUNCTION SYMBOLS BEHAVE LIKE IN A FREE
TERM ALGEBRA‹ &OR INSTANCE˛ IF WE HAVE A BINARY FUNCTION SYMBOL ˛ THEN ( ”, „) = ( ”, „)
HOLDS Iff BOTH ” = ” AND „ = „‹ )N OTHER WORDSȷ TWO TERMS ARE EQUAL Iff THEY ARE SYNTACTICALLY
EQUAL‹ 4HIS MEANS IN PARTICULAR THAT FOR ANY TWO DISTINCT CONSTANTS AND ˛ IT HOLDS THAT
≠ ˛ BECAUSE CONSTANTS ARE JUST FUNCTIONS OF ARITY “‹ )N CONTRAST˛ STANDARD &/, ALLOWS TO

MODEL FUNCTION SYMBOLS WITH ALGEBRAIC PROPERTIES SUCH AS COMMUTATIVITY‹

Universes 4HE MODEL‚THEORETIC DEfiNITION OF A LOGIC IS BASED ON THE CONCEPT OF A universe˛
I‹ E‹ A NON‚EMPTY SET OF OBJECTS‹ &OR STANDARD &/,˛ EVERY FUNCTION OF ARITY IS INTERPRETED
AS A FUNCTION FROM TO ˛ AND EVERY RELATION SYMBOL OF ARITY IS INTERPRETED AS A SUBSET
OF ‹ &OR INSTANCE˛ THE UNIVERSE MAY BE = {“, ”} AND + IS INTERPRETED AS DISJUNCTION˛ AND
· IS INTERPRETED AS CONJUNCTION˛ AND THE BINARY RELATION < IS INTERPRETED TO BE TRUE ONLY FOR THE
PAIR (“, ”)‹ 4HE DIffERENCE FOR (ERBRAND LOGIC IS THAT THE UNIVERSE IS DETERMINED BY THE SET OF
FUNCTION SYMBOLS WE EMPLOYȷ WE TAKE AS UNIVERSE THE SET OF TERMS THAT CAN BE BUILT FROM
THE TERMS‹ &OR INSTANCE IF WE HAVE JUST TWO FUNCTION SYMBOLS “ OF ARITY “ AND OF ARITY ”˛
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THEN = {“, (“), ( (“)), . . .} WHICH CAN BE REGARDED AS THE SET OF NATURAL NUMBERS‹ 4HE
“INTERPRETATION” OF FUNCTION SYMBOLS IS THEN AS EXPECTED‹

Arithmetics )N FACT˛ THIS MAKES (ERBRAND LOGIC EVEN MORE EXPRESSIVE THAN STANDARD &/,ȷ
WE CANNOT FORMALIZE ARITHMETICS IN fiRST‚ORDER LOGIC BECAUSE WE LACK THE EXPRESSIVE POWER
TO FORMALIZE THAT THE UNIVERSE IS THE NATURAL NUMBERS ˘WE WOULD HAVE TO FORMALIZE WELL‚
FOUNDEDNESS OR THE INDUCTION PRINCIPLE WHICH ARE HIGHER‚ORDER CONCEPTS¯˛ WHILE (ERBRAND
LOGIC fiXES THE UNIVERSE AND WE CAN THUS GET THE NATURAL NUMBERS “FOR FREE”‹ 4HIS EVEN ALLOWS
FORMALIZING ARITHMETICS ˘ADDITION˛ MULTIPLICATION˛ AND COMPARISON ON NATURAL NUMBERS¯ AS
(INRICHS AND ’ENESERETH SHOW ;(’“—=ȷ EVEN THOUGH WE CANNOT FOR INSTANCE DEfiNE ADDITION
AS A BINARY FUNCTION DIRECTLY˛ WE CAN USE A TERNARY RELATION LIKE add( , , ) TO REPRESENT THAT
THE ADDITION OF AND GIVES ˛ AND BASED ON THIS AXIOMATIZE ARITHMETICS COMPLETELY‹ 7HILE
THIS ALLOWS A SEMANTICALLY UNAMBIGUOUS INTEGRATION OF ARITHMETIC INTO OUR POLICY LANGUAGE˛
WHAT 40, ˘OR LOGIC PROGRAMMING APPROACHES FOR THAT MATTER¯ CAN ACTUALLY SUPPORT IS THE
DIRECT EVALUATION OF GROUND ARITHMETIC STATEMENTS LIKE – + « < ”““˛ BUT THEY CANNOT SOLVE
EQUATIONS‹ 4HEREFORE˛ IN 40, WE HAVE TO REQUIRE THAT WHEN THE !46 REACHES A CONDITION LIKE

< ”““ THAT IS INSTANTIATED WITH A CONCRETE INTEGER THROUGH SOME OTHER CONDITION‹ )N FACT˛
NOTE THAT WHILE VALIDITY OF FORMULAE IN &/, IS SEMI‚DECIDABLE˛ FOR (ERBRAND LOGIC NEITHER
VALIDITY NOR ITS COMPLEMENT IS SEMI‚DECIDABLE‹

Least Models ! LAST IMPORTANT DIffERENCE TO &/, IS THAT MOST LOGIC PROGRAMMING
APPROACHES DO ALSO fiX THE INTERPRETATION OF THE RELATIONSHIP SYMBOLS TO BE THE least
INTERPRETATION THAT SATISfiES ALL CLAUSES‹ &OR INSTANCE˛ CONSIDER THE POLICY THAT CONSISTS ONLY OF
THE SINGLE CLAUSE () ȷ − ()˛ AND NO MORE INFORMATION IS GIVEN‹ 4HEN IN NORMAL &/,˛ THERE
ARE THREE INTERPRETATIONS SATISFYING THIS CLAUSEȷ () CAN BE FALSE AND () CAN BE EITHER TRUE OR
FALSE˛ OR BOTH () AND () ARE TRUE‹ 4HE LEAST INTERPRETATION˛ I‹ E‹ THE INTERPRETATION CHOSEN
BY 0ROLOG‚STYLE SEMANTICS˛ IS THAT BOTH () AND () ARE FALSE‹ 4HIS IS SOMETIMES ALSO CALLED
negation bY failureȷ SINCE WE FAIL TO PROVE ()˛ IT COUNTS AS FALSE AND THUS WE ALSO FAIL TO
PROVE () WHICH IS THEREFORE ALSO FALSE‹

7HILE THIS BEHAVIOR CAN CAUSE CONFUSION IN LOGIC PROGRAMMING ˘E‹ G‹ WHEN USING not AND
cuts AS IN 0ROLOG¯˛ FOR POLICIES IT CAN MAKE SPECIfiCATIONS ACTUALLY QUITE INTUITIVEȷ A POLICY IS
DESCRIBED ALWAYS IN A POSITIVE WAY˛ I‹ E‹ BY SUffiCIENT CONDITIONS TO SATISFY THE POLICY ˘OR A
PARTICULAR CONCEPT OF THE POLICY¯˛ AND EVERYTHING ELSE IS OUTSIDE THE POLICY˛ I‹ E‹ A DEFAULT‚DENY
BEHAVIOR WHICH ALSO MEANS THAT FORGETTING TO DESCRIBE A CASE LEADS TO ERRING ON THE SAFE SIDE‹

Mind the Gap .OW THAT WE HAVE HIGHLIGHTED ALL THE DIffERENCES˛ LET US CONSIDER HOW
THEY NEED TO BE TAKEN INTO ACCOUNT SO THAT THE VERIfiCATION WE PERFORM IN THE &/,‚
PROVER INDEED AGREES PRECISELY WITH THE SEMANTICS OF 40,‹ 2ECALL THAT WE ALREADY
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HAVE PREDICATES LIKE extract THAT ARE INTERFACES BETWEEN THE LOGICAL SIDE AND THE REAL‚
WORLD DOCUMENTS AND SERVERS‹ 7E HANDLE THEM AXIOMATICALLY IN THE LOGIC˛ I‹ E‹ WHAT‚
EVER CHECKS AND LOOKUPS THE !46 DOES ARE RECORDED AND SUPPLIED AS FACTS˛ E‹ G‹ THAT
eXtract(transaction, format, the!uctionHouse„0„0format) HOLDS‹

4HE fiRST IDEA IS NOW THAT˛ SINCE WE CANNOT FORMALIZE ARITHMETIC IN &/,˛ WE HANDLE ALL
ARITHMETIC CHECKS AXIOMATICALLY AS WELL˛ E‹ G‹˛ IF THE !46 ENCOUNTERED THE CHECK –““ < ”“““˛
THEN THIS IS ALSO ADDED AS AN AXIOM TO THE LIBRARY‹ )NDEED˛ IT IS EASY TO CHECK SUCH STATEMENTS
OUTSIDE THE &/,˛ SO THERE WAS NO SENSE IN TRYING TO INTEGRATE THEM IN ˘WHICH WOULD
ONLY BE POSSIBLE IN SOME APPROXIMATION˛ ANYWAY¯‹

&OR THE OTHER ISSUES – FREE ALGEBRA˛ UNIVERSES AND LEAST MODELS – WE MAKE USE THAT ALL POLICY
DECISIONS HAVE A PARTICULAR FORM˛ NAMELY EVALUATING A GOAL PREDICATE WITH RESPECT TO A POLICY‹
-ORE IN DETAIL˛ LET BE A CONJUNCTION OF THE POLICY RULES AND ALL OTHER INFORMATION WE
HAVE ˘STATEMENTS ABOUT EXTRACTIONS˛ SIGNATURE VERIfiCATIONS˛ SERVER LOOKUPS˛ AND ARITHMETIC
CHECKS¯˛ AND LET BE A QUERY ˘A GROUND PREDICATION¯‹ 4HE least model OF IS THE LEAST
INTERPRETATION THAT SATISfiES ALL CONDITIONS WE DESCRIBED ABOVEȷ THE UNIVERSE IS THE SET OF
GROUND TERMS THAT CAN BE BUILT USING THE FUNCTION SYMBOLS˛ EVERY FUNCTION SYMBOL IS FREELY
INTERPRETED IN THAT UNIVERSE˛ AND ALL RELATIONSHIP SYMBOLS ARE INTERPRETED AS THE LEAST RELATION
THAT SATISfiES ALL CLAUSES IN ‹ 4HE POLICY DECISION˛ WRITTEN |=TPL ˛ IS NOW THE QUESTION
WHETHER HOLDS IN THE LEAST MODEL OF ‹

4HE CORRESPONDING QUESTION THAT WE ASK IS WHETHER THE FORMULA ∧ ¬ IS satisfiable
IN &/,‹ 3ATISfiABLE MEANS THAT THERE IS AT LEAST ONE SATISFYING &/, INTERPRETATION FOR THIS
FORMULA‹ )F ANSWERS “NO”˛ THEN THERE IS NO WAY TO INTERPRET THE UNIVERSE AND THE FUNCTION
AND RELATION SYMBOLS SUCH THAT BOTH AND ¬ ARE SATISfiED – AND THIS INCLUDES THE LEAST 40,
MODEL OF AND THUS |=TPL ‹ 4HUS IF fiNDS ∧ ¬ UNSATISfiABLE˛ WE KNOW THAT
WAS CORRECTLY ACCEPTED AS SATISfiED BY THE !UTOMATED 4RUST 6ERIfiER AND WE HAVE SUCCESSFULLY
VERIfiED THE TRUST DECISION‹

)N FACT˛ THE CONVERSE STATEMENT ALSO HOLDSȷ IF ANSWERS “YES” TO THE QUESTION WHETHER
∧ ¬ IS SATISfiABLE˛ THEN ACTUALLY |=TPL ‹ )N OTHER WORDS˛ A CORRECT POSITIVE TRUST

DECISION FROM THE !46 IS NEVER REFUTED BY ˛ ONLY WHEN THE !46 ERRONEOUSLY MARKS A
QUERY AS FULfiLLED˛ WILL COMPLAIN‹ 4HE PROOF OF THIS IS TRICKIER THOUGH AND WE ONLY
GIVE A BRIEF SKETCH‹ 3UPPOSE WE HAVE SOME SATISFYING &/, INTERPRETATION I FOR ∧ ¬
AND COMPARE IT TO THE LEAST 40, MODEL OF ˛ THEN THE 40, MODEL WILL BE “AT LEAST AS fiNE”ȷ
EQUALITY ON TERMS IS THE fiNEST POSSIBLE RELATION IN THE LEAST 40, MODEL˛ AND THUS THE LEAST
40, MODEL OF THE PREDICATES CONTAINS AT MOST AS MUCH AS I‹ 4HUS SINCE IS NOT TRUE IN I˛ IT
IS ALSO NOT TRUE IN THE LEAST 40, MODEL OF ˛ THUS |=TPL ‹

6 Experiments and Conclusion
4HE APPROACH DESCRIBED IN THIS PAPER IS COMPLETELY IMPLEMENTED AND PART OF THE ,)’(4EST
DISTRIBUTION‹ )N FACT˛ WE HAVE ALREADY STARTED TESTING IT WHEN THE IMPLEMENTATION OF THE !46



!CCOUNTABLE 4RUST $ECISIONSȷ ! 3EMANTIC !PPROACH 8”

WAS STILL IN A PRELIMINARY STATE‹ 7E FOUND A COUPLE OF EXAMPLES WHERE THE !46 AND
DID NOT AGREE ON POLICY DECISIONS‹ &OR EXAMPLE A PREDICATE LIKE ( , ) IS ACTUALLY TRUE FOR
AN ARBITRARY VALUE AS THE fiRST PARAMETER – ONLY THE SECOND PARAMETER MUST BE IDENTICAL‹ 4HIS
unification BETWEEN PARAMETERS WAS NOT CORRECTLY IMPLEMENTED IN THE fiRST VERSION OF THE
!46‹ 4HE ERROR WAS OF TYPE wrong reject˛ I‹ E‹ THE DECISION WAS NEGATIVE WHEN IT SHOULD BE
POSITIVE˛ WHICH IS ERRING ON THE SAFE SIDE˛ BUT UNDESIRABLE NONETHELESS‹ !LL MISTAKES HAVE
BEEN CORRECTED AND EXTENSIVELY TESTED USING OUR CONNECTION‹

4O OUR KNOWLEDGE˛ THE ONLY OTHER WORK THAT DOUBLE CHECKS POLICY DECISION THROUGH A
CONNECTION TO AN INDEPENDENT VERIfiER IS BY *IM ;*I“”=‹ 4HERE˛ THE ACCOUNTABILITY ARGUMENT
HINGES ON THE PROOF CHECKER BEING A RELATIVELY SIMPLE PROGRAMff IN CONTRAST˛ WE USE WITH

A VERIfiER THAT ITSELF IS VERIfiED IN )SABELLE‹ 7E BELIEVE THAT SUCH WORKS ARE IN PRINCIPLE
FEASIBLE AND WORTHWHILE FOR OTHER POLICY LANGUAGES WHERE A FORMAL SEMANTICS IS DEfiNED THAT
CAN BE VERIfiED BY MEANS OTHER THE MAIN POLICY DECISION TOOLS‹ 4HIS EXPLOITS THE FACT THAT THE
DESIGN OF SUCH A SEMANTICS IS OFTEN SIMPLER THAN THE PROCEDURE TO OBTAIN DECISIONS THAT ALSO
INTEGRATES THE EXTRA‚LOGICAL ASPECTS LIKE SERVER LOOKUPS‹

4HIS WORK HAS FOCUSED EXCLUSIVELY ON VERIFYING THE LOGICAL ASPECTS OF THE DECISION‹ ,ET US
AT LEAST BRIEflY DISCUSS THE OTHER ASPECTS‹ &OR THE PARSING OF DOCUMENTS˛ WE HAVE PROPOSED
A NOTION AKIN TO THE FORMATS OF 40, THAT IN A HETEROGENOUS ECO‚SYSTEM OF FORMATS PREVENT
CONFUSION ABOUT THE MEANING OF MESSAGES ;-+”»=‹ &OR THE CRYPTOGRAPHY AND TRANSMISSION
CHANNELS THERE ARE fiRST WORKS ON VERIFYING IMPLEMENTATIONS ;"H”—=‹ 4HIS IS CRUCIAL FOR SERVER
LOOKUPS˛ BUT NOT SUffiCIENT‹ 4HE PROBLEM THAT TRUST LISTS MAY CHANGE OVER TIME IMPLIES THE
PROBLEM TO LATER PROVE TO A THIRD PARTY THAT THE POLICY WAS SATISfiED AT THE TIME OF CHECKING‹ )N
FACT˛ IT IS A REASONABLE REQUIREMENT THAT TRUST LISTS MAINTAIN HISTORICAL RECORDS˛ BUT ESPECIALLY
IN A VOLATILE ENVIRONMENT LIKE SERVERS FOR DELEGATION THAT ALSO TRY TO PROTECT THE CONTENTS OF
THE DELEGATION LISTS AGAINST MONITORING˛ THIS MAY BE NON‚TRIVIAL‹

4HIS IS ACTUALLY RELATED TO THE MORE “HIGH‚LEVEL” PROBLEM˛ NAMELY WHETHER A POLICY MAKES
EVEN SENSE FOR A BUSINESS IN THE fiRST PLACEȷ THAT ALL CONDITIONS WE CHECK AND ALL INFORMATION
WE HAVE GATHERED IN A POLICY DECISION ARE SUffiCIENT TO PROVE TO A THIRD PARTY – E‹ G‹ IN A LEGAL
DISPUTE – WHAT HAS HAPPENED‹ 7HILE MANY LEGAL ASPECTS ARE OUTSIDE A TECHNICAL VIEW˛ WE
PLAN AS FUTURE WORK TO VERIFY ACCOUNTABILITY PROPERTIES ;+46”“= OF LOGGING MECHANISMS
AND THEIR RELATION TO THE POLICIES WE PUT IN PLACE‹
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On the diffusion of security behaviours

An informed argument using diffusion of innovations theory on the uptake of four
different security behaviours

Sebastian Kurowski, Heiko Roßnagel1

Abstract: Security behaviour has been researched from a variety of theoretical lenses, however a
clear picture on the factors that foster secure behaviour is still missing. This contribution uses the
diffusion of innovations theory and applies it to four exemplary security behaviours to identify how
it can explain the uptake of each behaviour. In contrast to many other approaches, it focuses on the
behaviour itself, not the behaving individual. We are able to show differences in the uptake of
idealized security behaviours. A perceived relative advantage positively impacts the uptake of a
behaviour, however this advantage seems rarely to be motivated by a perceived risk. Risk only seems
to play a minor role for the diffusion of security behaviours. Additionally, the relative advantage
does not seem to be a necessity for the diffusion of a behaviour. If the other properties namely
compatibility, triability, observability, and low complexity of a behaviour are adequately fulfilled a
successful diffusion is still possible.

Keywords: Security behaviour; Policy Compliance; Diffusion of Innovation; Security Culture

1 Introduction

Secure behaviour is an important asset in an information security architecture. And while
there has been a multitude of studies on secure behaviour, policy compliance, and policy
adherence, there is to date no settled theoretical foundation [So15a], and thus no reliable
guidance on how to foster secure behaviour in organizations. Additionally, recent findings
suggest that the effect of training and awareness on the organizations security may be
limited [Kw19]. Still human behaviour remains an important antecedent for security
attacks [Jo16]. Some security behaviours seem to be picked up more easily than others’
by individuals. Which leads to an interesting question: Why? Behavioural research in
security tackles this question mostly by considering the behaving individual, with limited
success so far [So14][So15a][Ku19]. However, there is little research on the impact of the
security behaviour itself on its adoption rate. In order to shed light on this, we employ the
theory on diffusion of innovations [Ro03] to security behaviours in order to discuss
potential adoption successes or failures of secure behaviours. By doing so, we reduce the
individual and its characteristics from the consideration, which makes sense if secure
behaviour is considered an ideal behaviour, idealized by security experts.

1 Fraunhofer-Institute for Industrial Engineering IAO, Team Identity Management, Stuttgart, 70599,
firstname.lastname@iao.fraunhofer.de



84 Sebastian Kurowski and Heiko Roßnagel

This contribution includes a brief summary on the existing research on secure behaviour
along with a brief discussion of its methodological constraints (Section 2.1), an
introduction of the application of diffusion of innovations theory in security research
(Section 2.2), followed by an overview on diffusion of innovations theory itself (Section
2.3). In order to approach the research question, we analyse four different security
behaviours in the context of diffusion theory: employing privacy screens, covering the
device camera, using e-mail encryption, and using single sign-on systems. We then use a
Google Trends analysis on these behaviours in order to see which behaviours show an
increasing interest, and which behaviours do not. We conclude with a summary of the
diffusion properties of these behaviours (see Section 3). Of course, this contribution uses
limited methodology, and informed arguments in order to draw its conclusion. Therefore,
this research has mentionable limitations (see Section 4). However, our discussion will
argue the practical relevance, and the epistemological appropriateness of our approach
(Section 5).

2 Related Work

2.1 Security Behaviour

Secure behaviour has been approached from a variety of theoretical lenses, including
value-focused (e.g. Theory of Planned Behaviour, TPB), rationality-focused (e.g. Rational
Choice Theory, RCT), deterrence-focused (e.g. Protection Motivation Theory, PMT, and
General Deterrence Theory, GDT), and environment-focused (e.g. Social Cognitive
Theory, SCT) theories. For instance, the theory of planned behaviour (TPB) highlights
that before we can expect actual secure behaviour, we need to induce the intention to act.
That in turn relies heavily on the personal goal system, the external environment as well
as the perceived personal ability to take control over the situation. TPB is founded in socio-
psychology and combines individual and environmental aspects for explaining secure
behaviour. It is used in various quantitative studies on secure behaviour
[Sa15][Si14][So15b]. Rational choice theory is usually seen as evaluating the cost-benefit
situation of non-secure behaviour, waging of sanction or consequence severity, and
detection probability [If16][VS12] or waging of benefits of non-secure behaviour versus
the costs of secure behaviour [Bu10][Ka13]. Quite contrary to the TPB, the subject
actively wages off benefits versus costs of the situation and decides upon the maximum
utility for itself. This view on rationality aligns well with the use of sanctions versus the
benefits of a non-secure behaviour and is used accordingly [If16][Ka13][VS12]. PMT
offers a foundation of secure behaviour that can be quite intuitive. After all, why should
there be any other reason for individuals to exhibit secure behaviour, rather than averting
a threat? PMT is therefore quite extensively used in quantitative studies on both secure
and non-secure behaviours [Bo15][Jo16][Po15][PH14][Si14][So15a]. Social Cognitive
Theory employing research stems from a theoretical foundation, where successful
adaption of secure behaviour benefits from a social system that promotes and rewards and
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where one gains experiences both by observing role models as well as engaging in
activities raising their self-efficacy [GY12][Rh09]. Finally, general deterrence theory is a
possible useful model for explaining why people adhere to rules and policies. Its focus
aligns very well with possible considerations around secure behaviour. Similar to PMT
the intuitive cause of secure behaviour should be the aversion of a threat, in this case the
deterrence of a threat or punishment. Therefore GDT, such as PMT is widely used in
quantitative studies on secure information security behaviour and the lack thereof
[If16][Jo16][Li14]. All these approaches have in common that they try to explain secure
behaviour in individuals. However, meta-analyses find no clear winner among these
theoretical foundations [So15a]. Additionally, some of those quantitative studies show
response biases [Ku19]. In addition, if one considers that research on secure behaviour
mixes ideals with observable realities, namely something that security experts consider an
ideal behaviour with actual behaviours by people mostly outside of the security domain,
then the whole approach of researching the individual along with an idealized behaviour
is questionable. Secure behaviour means that an individual is ought to behave in an
idealized way, a „secure way”. This however may collide with the individuals reality,
which may be very different from the reality of a security researcher. If secure behaviour
is considered an ideal, whereas behaviour itself is considered an empirically observable
reality, then the observation of ideal versus behaviour can only be employed with
epistemologies that do not reduce the social relationship between researcher and
observation, such as interpretivism [Wa93]. One conclusion of this thought could be that
secure behaviour should be approached with methodologies that are able to reflect the
researcher in the observation. Another conclusion could be to focus on the idealized
behaviour itself, rather than the individual and an idealized behaviour in conjunction. This
contribution takes the latter path, by considering the diffusion of behaviours and thus how
likely a behaviour is being picked up, and not how likely an individual may pick up a
certain behaviour.

2.2 Diffusion of Information Security

The adoption and diffusion of information technology has been well researched in the
economics and information systems domains. This has led to the development of widely
accepted and used theories such as the diffusion of innovations theory [Ro03] and the
technology acceptance model [Da89]. In information security research, however, these
theories have only been used very rarely. [RZ12] proposed a structured approach to assess
market success of information security technologies based on the Diffusion of Innovations
process. They also applied this approach to several technologies such as electronic
signatures [Ro06], privacy enhancing technologies [Ro10] and federated identity
management [Hü10]. However, to the best of our knowledge it has not yet been applied to
security behaviour, which is surprising, as security behaviour can be considered as an
innovation just as likely as technology.
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2.3 Diffusion of Innovations

This research examines a variety of factors, which have been shown to be determinants of
IT adoption and usage, and further has been applied to explain the adoption and diffusion
of a great variety of innovations ranging from new methods of agriculture to modern
communication technology. In his seminal work Rogers defines five attributes of
innovations, as perceived by the members of the social system that determine the rate of
adoption of an innovation [Ro03]: Relative Advantage, Compatibility, Complexity,
Triability and Observability.

Relative advantage is the degree to which an innovation is perceived as better than the
idea it supersedes. It is not so important if the innovation has an objective advantage, but
rather if the individual perceives the innovation as advantageous. Advantages can be
measured in economic terms, but social prestige, convenience, and satisfaction also can
play an important role. Compatibility is the degree to which an innovation is perceived
as being consistent with the existing values, past experiences, and needs of potential
adopters. An Innovation that is consistent with the existing values will diffuse more
rapidly than one that is incompatible with the norms and values of the social system.
Complexity is the degree to which an innovation is perceived as difficult to understand
and use. Innovations that are easier to understand will be adopted more rapidly than those
which require the adopter to develop new skills and understandings. Triability is the
degree to which an innovation may be experimented with on a limited basis. New ideas
that can be tried before the potential adopter has to make a significant investment in the
innovation are adopted more quickly. Observability is the degree to which the results of
an innovation are visible to others. The easier it is for individual to observe the results of
an innovation, the more likely they are to adopt [Ro03]. In addition to the main attributes,
Rogers also describes the diffusion process: ”The innovation-decision process is the
process through which an individual passes from gaining initial knowledge of an
innovation, to forming an attitude toward the innovation, to making a decision to adopt or
reject, to implementation of the new idea, and to confirmation of this decision” [Ro03].
The start and speed of the innovation-decision process varies between the different
members of the social system. Therefore, the various decisions to adopt or reject the
innovation are also spread over time. The dynamic of this process is a result of the changes
in the information the individual acquires and possesses about the innovation [Li00].

3 Diffusion properties of security behaviour

In the following we are going to apply the diffusion of innovations theory to several
exemplary security behaviours. We will discuss how it can explain the successful adoption
of each behaviour.
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3.1 Privacy Screen Protector

Shoulder surfing is a low cost attack that can be utilized easily, especially with mobile
users [Lo11]. An effective deterrent against these kinds of attacks are privacy screen
protectors, which reduce the possible angle of view on the device screen. This way, only
individuals that are at the right angle with regard to the device are able to see the screen
contents. The risk: The risk of shoulder surfing is quite tangible. Unlike other information
security threats, materialization of this risk does not require some virtual, invisible
attacker. In fact the risk of shoulder surfing can become tangible, in principle, as soon as
one spots someone else, who is looking at one’s device screen. However, apart from social
engineering enthusiasts and security experts, the risk of shoulder surfing is seemingly not
perceived as an existing one [Ha14][Tr16].The impediments: Privacy screens darken the
device screen, and inhibit individuals to one’s left or right to look at the screen. This means
that there could be a major work impediment for individuals who rely on physically
sharing their screen. However, especially in times of mobile work, physically sharing the
screen becomes less and less likely as remote work increases. Furthermore, the screen can
easily be removed if needed. The countermeasure: A screen protector is tangible and
easy to understand. Its effects are visible as soon as it is applied. Finally, it is removable
and can therefore be tried out. Assessing the diffusion: Summing up, the privacy screen
protector could provide a relative advantage by providing felt security. However, in light
of the lack of risk perception it is questionable as to how a relative advantage can be
perceived through this. On the other hand a perceived relative advantage could be reduced
if physical sharing of a device screen is required, but especially with the rise of mobile
work, it is disputable as to what extent this influences the relative advantage of screen
protectors. The solutions compatibility again depends largely on the requirement to
physically share a device screen, which we expect to be relatively seldom. The solution is
easy to understand (low complexity), its application can be observed (Observability), and
it can be tried out easily (Triability). Due to the lack of relative advantage of applying
screen protectors, we would expect this behaviour to not be widely adopted. However, as
Figure 1 shows, the opposite is the case. Applying screen protectors shows slowly, but
increasing interest according to Google Trends.

Relative
Advantage

Compatibility Low
Complexity

Observability Triability Expected
Adoption Speed

     Moderate

Table 1 Diffusion properties of applying screen protectors. ( = Given,  = Conditionally given,
 = Not given)
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3.2 Encryption of E-Mails

E-Mail encryption is the only effective countermeasure against passive and active Man-
in-the-middle (MitM) attacks. Since E-Mails are inherently insecure, unauthenticated and
not confidential, everyone who is involved in sending a mail can read and change the
contents. By encryption of the mail, breaches of the mails contents confidentiality can be
avoided, and the authenticity and integrity of contents can be ensured. The risk: Perceived
risks of emails seem to influence user attitudes towards emails only minimal [Ch11]. This
is unsurprising given findings whereas a man-in-the-middle, or the risk of confidential
information being disclosed to untrusted networks are among the lowest perceived security
risks [Tr16]. The impediment: The work impediment of encrypting e-mails can be
substantial. After all, additional software, configuration, certificate management and
credentials are required. This process provides numerous pitfalls for users, which
themselves have led to security vulnerabilities in the past [Sh06]. The countermeasure:
Commercial and non-commercial encryption solutions are not developed with the user
experience in mind. Although they can be obtained easily, users must still achieve a certain
level of security literacy. For instance in order to use PGP, one must understand the
difference between a public and a private key certificate, and how to use the certificate
server and its trust evaluations. Assessing the diffusion: The relative advantage of email
encryption largely depends on the perceived risk of a Man-in-the-Middle. However, it
seems that this risk is usually not perceived to be a major concern. Therefore, the relative
advantage of email encryption seems to be very low. Compatibility of the solutions should
be low, as processes require additional steps, and additional literacy is required to even
use the solutions. Likewise, the complexity of encrypting emails is high. The encryption
itself however is visible (Observability), however, the effects of encrypting emails can
never be observed, since the threat is a virtual and non-tangible one. Finally, email
encryption requires obtaining additional literacy, installation and configuration of
additional tools. These perceivable hurdles stand against the triability of encrypting
emails.

Relative
Advantage

Compatibility Low
Complexity

Observability Triability Expected
Adoption Speed

     Slow, if at all

Table 2 Diffusion properties of encrypting emails. ( = Given,  = Conditionally given,  = Not
given)

3.3 Covering of the device camera

Threats that use the device camera, for instance privacy breaches by Facebook [Go20], or
government institutions have been publicly visible through various media reports and the
Snowden leaks. Besides of physically deactivating the camera, a possible avoidance tactic
for this could be the taping of the devices camera. Hereby a tape is applied, which cannot
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be seen through. It renders the camera virtually useless. The risk: As to our knowledge
there is no study available that measures the perceived risk of being spied on through the
device camera. However, there are studies that involve cameras in smart homes which
show that users tend to be more aware of their own behaviour, and some even more
cautious because they were feeling observed by the cameras in their smart home devices
[Ta19]. Therefore, it seems reasonable to assume that the risk of being spied on through
the device camera is perceived as a likely and tangible one by individuals. The
impediment: The camera in devices can be useful for selfies and video conferences. In
that case, simply covering the camera would be an impediment, as the cover always has
to be removed prior to the selfie, or prior to the conference. On the other hand, there are
camera covers available, which can be opened and closed, drastically reducing the possible
impediment. The countermeasure: Covering the camera is a tangible action, whose
consequences can be seen immediately. When the camera is covered, individuals will
notice that they only see a dark image when using the camera. Additionally, camera covers
are relatively easy to obtain and can be applied without additional security literacy.
Assessing the diffusion: The relative advantage seems to build on a tangible and
perceived risk. However, if the camera is heavily used the impediment of the camera
covers can reduce or even eliminate the perceived relative advantage of the solution.
Compatibility of the solution is high, since it can be applied without additional steps and
to virtually any device camera. The behaviour is easy to understand (low complexity), can
be observed with others (Observability). Finally, because the camera cover is easy to
obtain, easy to apply, easy to remove, and its consequences easy to understand, it can be
tried out well (Triability).

Relative
Advantage

Compatibility Low
Complexity

Observability Triability Expected
Adoption Speed

     Moderate

Table 3 Diffusion properties of covering the device camera. ( = Given,  = Conditionally given,
 = Not given)

3.4 Use Single-Sign-On systems

Single sign-on (SSO) system provide the possibility to reduce complexity and ease the use
of credentials for users. They are an option to eliminate password reuse [Iv04], and weak
passwords [Ne94]. Additionally, they offer the reduction of implementation complexity
by standardizing application authentication interfaces, and the automation of access rights
and authentication data provisioning and deprovisioning. The risk: Single sign-on
addresses risks regarding passwords. However, we suspect that these risks are mostly
perceived by individuals with a given security literacy. Apart from these, there are no
further risks that are addressed by SSO. The impediment: The impediment is little, once
SSO is available. Using SSO resembles the use of known credentials such as username
and passwords. The countermeasure: While the technical implementation of SSO is
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demanding, users are not necessarily required to obtain further security literacy in order
to use SSO. Additionally, every application can, in principle, be integrated with SSO. Even
in consumer areas, SSO services provided by Google and Facebook via protocols such as
oAuth are available. Assessing the diffusion: SSO provides automation capabilities and
solves a security risk. However, probably the biggest advantage of SSO lies in the
standardization of interfaces and drastical reduction of required authentication procedures.
Therefore, we assume that SSO will yield a high perceived relative advantage. While the
complexity of the implementation can be challenging, the complexity of use is not. SSO
can leverage already known authentication mechanisms such as username and password.
The observability of SSO in terms of reduced authentication steps is observable
(Observability). And since SSO is available in the consumer branch through Facebook and
Google, it can be tried out (Triability).

Relative
Advantage

Compatibility Complexity Observability Triability Expected
Adoption Speed

     Fast

Table 4 Diffusion properties of using SSO ( = Given,  = Conditionally given,  = Not given)

3.5 Security Behaviours and their diffusion properties

The analysis in the previous Subsections is summarized in the following Table 5. Hereby
each behaviour is ranked, based on the Google Trends analysis shown in Figure 1 and
Figure 2. The Google Trends analysis clearly shows that SSO has largely increased in
interest over the last years, followed by a slower but steady increase in interest in privacy
screen protectors (see Figure 1). The interest in camera covers has also steadily increased,
although at a much slower pace as in the case of privacy screen protectors. Therefore, it is
only visible in Figure 2. Hereby, the interest in camera covers has bypassed the interest in
e-mail encryption since 2017, with a notable exception in May 2018 (the year where the
European General Data Protection Regulation went into action). Against this, E-Mail
encryption has steadily lost interest, since 2004. Notably the interest peaks only shortly in
2013, 2014, and 2018, whereas 2013 and 2014 mark the years of the Snowden revelations.
In our opinion it is therefore safe to say, that the interest in E-Mail encryption, despite for
short lapses of attention, is constantly decreasing, while the interest in camera covers
increases. Additionally, one must take into account that all Trends Analyses are for topics,
which comprise multiple search terms on a certain topic. Camera cover is the only search
term that is included in the Google Trends Analysis. However, due to the higher specifity
of the search term, interest should be lower than that measured for the respective topics.
This however is not the case. Table 5 summarizes the diffusion properties of the different
security behaviours. The assigned rank reflects the interest in the behaviour, according to
Google Trends.
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Behaviour Rel. Adv- Compatibility Complexity Observability Triability Rank

Use SSO      1

Screen
protector

     2

Camera
Cover

     3

E-Mail
Encryption

     4

Table 5 Overview on the diffusion properties of security behaviors (Rel. Adv. = Relative Advantage,
 = Given,  = Conditionally given,  = Not given). The rank orders the behaviours according to
the interest in Google Trends with 1 being the highest interest, and 4 being the lowest.

As expected, the perceived relative advantage seems to contribute to the uptake of a
behaviour, but not as dominant as for other innovations. The reason is the dependence of
perceived relative advantage on perceived risks addressed by the security behaviour.

Figure 1 Google Trends for Email encryption, SSO, screen protector and camera cover. Camera
cover is the only search term in the comparison, the others are topics

As those risks are often not recognized by users the relative advantage is very low. For
privacy screen protectors, we cannot conclude a perceived relative advantage, in light of
the relatively low perceived risk of shoulder surfing [Ha14][Tr16]. On the other hand, a
relative advantage can only be expected for camera covers, if the camera is not heavily
used. As a result, Compatibility, Complexity, Triability, and Observability seem to play a
leading role with security behaviours. If a perceived relative advantage is not given
individuals may still adopt a security behaviour. However, if it is hard to try out, if its
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functions and consequences are not observable, and if it is not compatible with what one
knows and does, it will likely fail in the long run, as the case of email encryption.

Figure 2 Google Trends for Email encryption and Camera cover. Email encryption is a Google
Topic, whereas camera cover is only a search term

Risk on the other hand, does not really seem to play a role in the uptake of security
behaviours. Even if a relative advantage could not be attributed to a risk that was actually
perceived as a large one by individuals, the behaviour seems to still be interesting, if
triability and observability are given, and the complexity of the behaviour is low. In light
of the findings of [Kw19] however, this is hardly surprising as they find that awareness
and security training only impacts an organizations security marginally.

4 Discussion and Impact

The results clearly show that diffusion theory can provide an explanatory framework for
the likelihood of widespread adoption of certain security behaviours, and the absence
thereof. It does not provide any insight into how to foster a certain secure behaviour with
individuals. But it enables security experts to talk about behaviours which may make sense
to include in an organizational policy or campaign, and which are likely to fail. Therefore,
these results can provide a lasting impact on how security behaviour is approached in
organizations. The findings align well with the observations on the diffusion of preventive
innovations [Ro02], where the perceived relative advantage also tends to be generally
lower. Rogers therefore proposes marketing the relative advantage of the innovation.
However, while this may work well with health interventions, such as [LE00], one has to
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be careful when applying this principle to information security. When perceived security
risks constitute for an individuals perceived relative advantage, then the constitution is
built on a constructed, anticipated event [Lu90] rather than a naturally occurring event
such as a health disease. This shows that the epistemological discussion is in principle
important for this research topic. In the end of Section 2.1, a discussion of secure behaviour
research as research on actual behaviour in light of idealized behaviour was conducted. It
led to the point that this kind of research should either focus on the idealized behaviour
itself (which is what we did in this contribution), or employ epistemological focuses that
do not separate between the idealist, the idea, and the observation (e.g. interpretivism
[Wa93]). An important take away from interpretivism however is that quantitative
methodologies that rely on the testing of fact rather than on interaction may not be useful
after all. With other epistemological focuses that do not reduce the relationship of
researcher and research, like phenomenology [Hu09], or constructivism [Lu84],
generalizable methodologies and the transfer of knowledge between cases of research
subjects itself even are questionable. In this field, the qualitative approach that is provided
by diffusion theory is suiting, but not settled. Criticism on diffusion theory [LD01] can
basically be reduced to a phenomenological approach or to the employment of radical
constructivism. Therefore, this research seems to be on a good path and at least in the short
term able to provide insights with value for security professionals on secure behaviour.

5 Limitations

There are several limitations to this contribution. It does not involve any empirical work
besides Google Trends analyses. While the absence of quantitative empirical work makes
sense due to the reasons laid out in Section 4, the absence of qualitative empirical work
does not. We tried to scrutinize the different security behaviours as comprehensible as
possible but the analysis drawn only represents our personal view. Google Trends is of
course itself a biased research mechanism. It only measures queries by Google and not
actual behaviours. Therefore, it can only provide an indication of the diffusion of a security
behaviour under the assumption that individuals will inform themselves via Google about
the behaviour. And especially with encrypting emails, the behaviour may be common
knowledge. But then privacy screen protectors have been around nearly as long as email
encryption. And for instance PGP, which has been around for around 30 years, still is
“only” a niche product. Additionally, Google is the leading search engine around.
Therefore, we believe the indications from Google Trends to be useful data in the context
of this research.

6 Conclusion

By separating the idealized security behaviour, from the behaving individual we were able
to provide an insight into why certain security behaviours are successful, while others are
not. This research shows that the diffusion of innovations theory provides a framework
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that enables a discussion and anticipation of the success of different security behaviours.
As relative advantage is often rather small, it alone does not provide a safe bet, but seems
to enhance the adoption of a behaviour. Necessary factors for a security behaviour to be
successful however are the compatibility, triability and observability of the security
behaviour. Risk does not seem to play major role in the uptake of security behaviours,
which aligns well with the findings of [Kw19]. Of course, this research is limited regarding
its use of informed arguments, and its reduction of the idealized security behaviours
towards the adoption factors of diffusion theory. The use of Google Trends, while
providing a good indication can also not be regarded as satisfyingly settling information
on the adoption of security behaviours. Future research will employ qualitative methods
in order to research best and worst cases of security behaviours in organizations to test the
diffusion of theory framework. More scrutiny can be put into the cases of security
behaviour, taking into account the environment and stakeholders that a security behaviour
may involve, by employing perception-critical epistemological focuses such as
interpretivism or radical constructivism.
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Privacy and availability needs regarding user preferences
for Smart Availability Assistant – towards a digitally
enabled work life balance

Zofia Saternus 1

Abstract: The use of communication technologies (CTs) enables blurring the traditional boundaries between
work and private life. Many employers are worried about this situation and addressed those issues with
different technological and organizational approaches. The goal of our research is to introduce improved
enterprise availability management by developing an employee-friendly technological solution that actually
reflects the variety of employees’ availability needs. Due to the overall aim of broadening and bridging
research on an availability management, results of a quantitative study (N=821) insights into the management
of individuals’ availability and key requirements regarding the development of a Smart Availability Assistant.
In general, it became apparent that to appropriately design this kind of smart assistant we must not only
recognize the heterogeneity of peoples’ availability preferences but also identify and meet employees’ privacy
expectations by use of a Smart Availability Assistant.

Keywords: availability management, smart assistant, information privacy, privacy concerns

1 Introduction

Over the last twenty years, the presence and usage of information and communication
technologies (ICTs) changed from selective to ubiquitous, transforming both private and
professional environments. It became imperative for most individuals to permanently
engage with these technologies to accomplish work tasks efficiently [AGP11]. A
constant connection to work enabled by modern communication technologies allows
employees to stay connected with their job anywhere and anytime (Diaz et al. 2012). In
fact, the results of surveys among employees are disturbing: 64% of knowledge workers
in Germany indicated to be available for their boss, collogues or clients even during
holidays [Bi18]. Moreover, 40% of European employees commonly get work-related
requests outside their regular working hours [AN13].

The emerging and pervasive proliferation of ICTs in the workplace has led to extensive
research, especially in the fields of information systems (IS) and organizational behavior
(OB). Scholars indicate both positive and damaging outcomes of ICT-enabled
availability [BO07], [Sc17]. On one hand, ICT usage elicits flexibility and autonomy due
to increased control and possibilities to work beyond the traditional boundaries of the
workplace and workday [Di12]. Previously prevalent confines of the traditional office
space or work time in fact disappear. Therefore, employees’ ability to appropriately
manage work-life demands [To06] as well as work satisfaction and productivity are
positively affected [MC06]. On the other hand, researchers regularly underline also

1 Goethe University Frankfurt, Chair of Information Systems and Information Management, Theodor-W.-
Adorno-Platz 4, 60629 Frankfurt am Main, saternus@wiwi.uni-frankfurt.de
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harmful effects of ICT usage, mostly regarding emotional and mental capacities of
employees [BMG11], [SPK19]. Extensive organizational ICT interaction is found to be a
driver for increased stress levels, in IS literature referred to as technostress [AGP11],
[TTR17], and partially for decreased work productivity due to technology overload
[KL10], which can cause even health issues like burnout [Ba11], [Ra08], [DB12].
Moreover, enhanced flexibility and autonomy of the individual are accompanied by
increased expectations from managers and colleagues to be almost constantly available
for work due to an “always on” culture, which has evolved in many organizations over
the last years [Sc17]. Keeping up with these expectations may result in greater
workloads and encroachment on family and private time [To06].

Employee problems become company problems. Over the last few years, labor and
union representatives as well as politicians started to address the ICT-enabled constant
availability and its potential detrimental outcomes for workers. Several businesses are
taking the initiative in this regard by integrating either resolute technological approaches
or tightened availability policies. For instance, automobile manufacturers pioneer limited
availability, e.g. automatically blocking incoming e-mails and messages after the
employee’s regular working hours (from 6.15 pm until 7.00 am) by switching off the
e-mail servers [Ha11] or by deleting all incoming e-mails while employees are on
holiday [Da14]. Similarly, political awareness about employees’ availability problem is
increasing. Under pressure from trade unions, France has introduced a labor law, that is
supposed to guarantee employees the “right to disconnect” from work-related e-mails
and calls [TG16].

Basically, all these solutions can restrict the usage of smartphones and computers by
blocking calls, messages, and e-mail notifications only for a specified period of time.
However, the effectiveness of these solutions to improve work-life balance varies across
segments of employees, because they do not map the complexity of the individuals’
availability preferences [Sc17]. It becomes clear, that a more sophisticated availability
management is needed. In this context, we aim at the development of a Smart
Availability Assistant (SAA), that will reflect the complexity and variety of peoples’
availability needs. Despite potential benefits, smart assistants in form of a mobile app
raise several security and privacy challenges for consumers. Mobile apps often transmit
a large amount of personal data in real time, rendering strong potential for privacy
intrusion [FT09]. In the case of a data breach an adversary could access users’ detailed
SAA usage history and potentially additional information about the employees’ lifestyle,
availability behavioral patterns, location, personal identity, and daily behavior [CL18],
[Do18]. Recent headlines have highlighted this potential risk by reporting cases, where
vendors and app developers are indeed collecting personal data through users’
smartphones and transmitting them to other entities [Xu12]. These practices of data
access and transmission employed by operating systems have aggravated privacy
concerns among users. Accordingly, Bélanger and Crossler [BC11] stated that “one area
of future research that seems likely to gain importance is the balancing of information
privacy concerns with the advantages of location-based services”. For this reason, in this
paper we present the results of a quantitative study of users’ preferences for a Smart
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Availability Assistant through the lens of privacy challenges and employees’ privacy
concerns. Through a user study with 821 participants we point out important desires,
demands and influencing factors for acceptance and use of this technological solution
tool.

2 Research and Theoretical Background

2.1 Research Background

Considering the paradoxical character of ICT [JL05], we assure that, while mobile
communication technologies can cause, that the work-private boundary regularly
becomes blurred and unclear, they should also be used as a tool for managing the work-
non-work boundary [KHS09], [GG07]. In fact, a number of papers emphasize the
agency of ICTs’ use in managing work-family boundaries. For example, Golden and
Geisler's [GG07] research on ICTs’ usage among knowledge workers in the USA
provides few detailed insights into how these employees could use them in different
ways to support the particular styles of work-private boundary they preferred. Moreover,
a field study among 31 professional workers from Germany, which use a special
application Availability-Monitor, indicates, that assistance systems may contribute to an
improvement of users’ work-life balance and a reduced exhaustion and stress level
[Sc17]. The goal of our research is to introduce an enterprise availability assistant that
actually reflects the complexity and variety of the individuals’ availability preferences.
According to the underlying concept (see Fig. 1), the assistant analyses incoming
communication requests in order to delay or block undesired e-mails, phone calls, and
text messages for a specified time period in a smart way. The decision whether to block,
delay or let trough the delivery of calls and messages will be based on the analysis of its
content and further information about the individuals’ availability preferences, like the
users’ current life domain, location data and time as well as from the type of contact and
its defined priority [LR17].

Fig. 1: General overview of system functionality [LR17]
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Indeed, previous studies have provided valuable initial insights about the use of ICT for
cross-border communication and availability management. They have not, to the
authors’ best knowledge, investigated the cross-border communication, availability
needs and employees’ privacy concerns regarding the use of an availability app. To
address this research gap, we asked the following research question: How do employees
from different fields manage their cross-border communication, what are their
availability needs, how can digital assistants support them in order to fully harmonize
their actual availability and what are their privacy preferences regarding the SAA?

2.2 Theoretical Background

We define the objectives of the solution by analyzing the data gained from a qualitative
study [SR18] and drawing on the boundary theory [Ni96], [AKF00], [KL12] as our main
theoretical framework. The boundary theory defines how humans create boundaries
considering their diverse life domains. In this regard, research suggests that employees
can be grouped into five dominant work-life boundary management styles (separators,
family firsters, cyclers, work firsters and integrators) and that the life contexts and values
of each individual lead to different desired levels of availability and thus to different
boundary management styles [Ko16]. Separators tend to mainly keep work and private
lives separated in defined blocks of time and to strongly focus on each performed role
with few interruptions from the other. In contrary, integrators constantly blend or merge
work and private lives due to a high degree of cross-role interruptions, e.g. voluntarily
checking work-related e-mails at home while also responding to personal calls or text
messages throughout the workday. Cyclers are neither of the previous pure styles. In
fact, cyclers practice a more fluctuating style in which they switch back and forth
between cycles of high work-life integration and periods of complete separation. These
situations are often caused by habitual peak work times such as deadlines for
construction works for builders or emergencies for medical staff. However, in times of
higher work-life integration, cyclers focus more on private contacts they did not have
sufficient time for during peak work periods. Lastly, work firsters and private life firsters
have dominant role identities, that are prioritized. They respond to interruptions
asymmetrically, i.e. in one direction but not the other. Whether work or private life is
prioritized depends on the person’s preferences [Cl00], [Ko16].

In this study we adopt the Technology Acceptance Model (TAM) and its extensions
inform the current study’s exploration of the factors that affect SAA adoption.
According to the original model [Da89], users’ attitudes toward technology use
determine their behavioral intentions, which directly influence the individuals’ final use
or rejection of the technology. In TAM, attitudes toward technology use are influenced
by two personal beliefs: perceived ease of use and perceived usefulness. However, TAM
falls short in recognizing how external contextual factors inform technology acceptance
[Ba07]. In response, the Unified Theory of Acceptance and Use of Technology
(UTAUT) [Ve03] suggests that three key constructs drive behavioral intentions to use
the technology: performance expectancy (the perceived usefulness of the system), effort
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expectancy (the perceived ease of use), and social influence (to what degree an
individual perceives, that important others believe he or she should use the system)
[Li19]. Consequently, this research provides an opportunity to apply and extend
technology acceptance frameworks by investigating privacy as determinant of
availability management’s acceptance and use.

3 Research Method

The data for this study was collected using a cross-sectional survey design with a sample
of knowledge workers. Knowledge workers are employees whose main capital is
knowledge [Re11]. As mobile technology use represents a central part of their work
[WBB08], we consider knowledge workers as a particularly relevant sample. The
completion of the survey took 25 minutes on average.

3.1 Participants

The questionnaire was opened for almost 1,600 times and yielded a response rate of
54%. In total, a great number of 864 surveys were completed. However, data cleansing
excluded some answers of participants, who unrealistically completed the survey e.g. in
less than 10 minutes, which leads to the final sample of N=821. The invitations for
participation were sent using traditional digital communication like e-mail and some
messaging applications: WhatsApp, Messenger, Skype. Also public posts on social
media platforms spread the questionnaire as widely as possible. The sample consisted of
participants, who are employed in 30 different countries, but mainly in Germany (85%),
Poland (4%), Romania (2%), the USA (2%) and Italy (1%). The average age of the
respondents was 34,6 years (SD = 12 years) with a quite equal division of participants on
gender – 49.6% women (N=408) and 50.4% men (N=413). Participants work for
employers of different sizes and diverse industry sectors (e.g., information technology,
consulting and finance), which creates a broad perspective regarding stakeholders’
preferences towards the SAA. In their current position, 31% of participants exhibit
leadership responsibility. The weekly work time according to employment contract was
between 31 and 40 hours (61%). Because we wish to include only persons with a certain
degree of current work experience, the pool of participants is limited to employed
knowledge workers with at least 20 working hours per week [SSH 19].

3.2 Questionnaire Design

The survey contains of 87 questions divided into 4 thematic blocks. The first part
collects demographic data, the second part deals with the participant’s current
employment, the third part covers the research questions about availability behaviors and
preferences and the fourth part comprises the user’s preferences towards the use, design
and development of a SAA.
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4 Results Findings

Due to the privacy focus of this paper, we will only shortly describe the general findings
of the study, whereas concentrate in detail on the privacy challenges.

According to the employment contract, most participants (61%) work from 31 to 40
hours per week. In comparison, the actual work time appears to be longer, more than
50% of participants work in average more than according to their employment contract.

In addition, the participants were asked about their attitudes towards and experiences
with work-related matters in their spare time; opinions are divided. On the one hand,
30.8% of the participants advocate the constant availability for work even though three-
fourths of them feel stressed about it. On the other hand, 39.6% of the participants
generally do not want to be available for work-related matters in their spare time.

The attitudes towards the separation and integration of work and private life vary among
individuals. Most of the participant desire either a complete separation (37.3%) or an
interactive integration (35.7%) of work and private life. However, the desired states of
availability often differ from the actual states. For instance, every fifth participant
(19.7%) currently has work-related interruptions in their private life, whereas only 3.8%
of participants really desire it. Overall, the mismatch between actual and desired
availability (calculated by comparing the participant’s indicated actual availability with
his or her desired availability) is substantial: Every second participant (50.3%) does not
achieve his or her desired level of availability in actual practice. Moreover, half of the
participants (50.2%) actually do not have any clear arrangement, that clarifies one’s
availability. In terms of work-related e-mails and text messages, behaviors are somewhat
heterogeneous. Half of the participants (46.7%) check and read incoming e-mails in their
spare time where even four-fifths of those participants (79.4%) usually reply. In the end,
of those participants, that also reply to work-related messages, the vast majority of the
participants (87.3%) is doing so, because otherwise they would not be able to
successfully manage their workload.

The results above demonstrate a need for availability management. Analyzing the
participants’ preferences towards potential functions of a SAA, the introduction of
certain default modes was mainly supported. In detail, most participants considered the
following settings to be useful: The user can only be contacted in an emergency (76.9%),
the user can only be contacted by a specific group of people or topic of issue (73.9%),
the user can only be contacted by text message (71.2%), the user is not available at all
(62.3%) or the user can only be contacted via phone call (49.1%).

Moreover, most participants (73.4%) consider it useful to be able to rate the decisions of
the assistant so that it can learn from these evaluations and deduce enhanced future
decisions. In contrast, only a narrow majority of the participants (54.1%) want the SAA
to interpret the content of a message automatically in order to assess its urgency.

Regarding reliability of the SAA, we asked three questions to recognize how the SAA
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should decides regarding the availability management: “Based on my settings, the
availability assistant should be able...”. Most participants (60.8%) consider it useful or
very useful “to make suggestions for a change of the availability setting” (M=4.91;
SD=1.82). Considerably fewer participants (44.2%) rated it as useful “…to change the
availability setting independently and to be informed by message” (M=4.09; SD=2.11).
The less desired option (21.5%) was “…to change the availability setting independently
without my information”, (M=2.77; SD=2.04). The respondents are selected from a
seven-point Linkert scale from 1 (not useful at all) to 7 (very useful).

In case a message gets delayed or a phone call gets blocked, participants predominantly
consider it useful that the assistant gives a feedback to the sender. To understand which
information users want to reveal, we asked three questions: “The availability assistant
should be able to inform the sender of a delayed message or a rejected call about...”.
Most participants (87.1%) would like to inform the sender about “...when I can be
reached again” (M=6.08; SD=1.39). The option “…how I can be reached alternatively”
(M=4.08; SD=2.04) were less desired (61.3%), same as “…why I cannot be reached at
the moment” (M=4.70; SD=2.12) (59.8%). Our respondents chose along a seven-point
Linkert scale from 1 (not useful at all) to 7 (very useful). Interestingly, in this context,
most participants do not differentiate between the specific groups of senders: The
notification about the user’s unavailability is considered useful similarly for the
employer or supervisor (76%), colleagues (67.4%), and customers (70.7%).

Regarding the person, which defines the settings for a SAA, our participants showed
high desire for self-determination. We asked “In your opinion, who should define the
default settings for the availability assistant - for example, when and for whom you are
available as a user? (Multiple answers are selectable)”. Clearly, the most of our
participants chose “I as a user myself” (78.8%), the second most desirable option was “I
and the team I work with” (43.0%), 18.51% respondents responded “My
employer/superior” and only 8.89% would like the SAA settings to be defined by “The
employee council”.

We observed the same trend in regard to the question “Who do you think should be able
to review the settings that your personal availability assistant contains? (Multiple
answers are selectable)”. 91.35% chose the answer “I as a user myself“, 25.58%
responded “The system administrator”, 25.46% replied “The (team) colleagues”, 25.09%
selected “The employer / supervisor”, 14.06% answered “The head of department”, and
only 8.89% would like, that “The workers council” reviews the SAA’s settings.

Moreover, the responders clearly desire an availability arrangement within the usage of a
SAA. To the question “In your opinion, how should the use of an availability assistant be
regulated with your employer”, the majority (70.77%) answered “Through a works
agreement”. The option “Through a company practice” was less desired (23.63%).

The tendency for a self-determination and participant’s wish for independent control and
privacy of the personal availability settings were also showed through answers to the
question “Where should the settings, your personal availability assistant contains, be
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saved?”. 72.59% of the participants chose the option “On the device”.

To sum up, the usage of a software to regulate availability is considered useful or very
useful by most participants (55.9%), while, in contrast, few participants (21.1%)
consider it not useful. When asked how likely it is for the participant to personally use
such a software, the tendencies are somewhat evenly distributed. A great number of
participants indicated a high likelihood (36%) or a moderate likelihood (27.5%), while
36.5% of our participants show a low likelihood to use the SAA. For the 300
respondents, who said, that they would not use SAA, we asked them to select factors that
may have played a role in their decision. The factors most often cited by these
respondents reflected concerns about utility and privacy. They included: “In my
professional context there is no need for availability management” (61.0%), “I believe
that better availability management cannot be achieved by using a software” (31.0%), “I
have privacy/security concerns about these features” (17.67%). In addition, participants
provided open-ended responses to the question, “What is the main reason you don’t use
a SAA?” The vast majority of responses reflected classical constructs in TAM and
UTAUT with many revealing low performance expectancy (i.e. low perceived
usefulness) associated with SAA usage. For example, “I can regulate my availability
well without software”, “In my spare time I have a choice not to log into my e-mails or
turn off the phone”. A second cluster of responses suggested a high effort expectancy
(i.e. “Availability software still has too many open questions for me”, “One app more, no
thanks”. Finally, social influence played a role for participants’ decision not to use a
SAA with one respondent noting “It is all about the culture and behaviors”.

5 Discussion and Conclusion

The future of work has become one of the trendiest buzzwords in today's business world.
Politicians, employers and workers alike need to find answers to the coming challenges
of combining automation with human work, enhancing the physical world with
capabilities offered by digital technologies, and finding the most effective balance
between work and private life as well as individual availability management. In this
context, the present study adds to the current academic knowledge and provides valuable
insights into the successful management of individuals’ availability as well as
preferences regarding availability applications through the lens of privacy challenges and
employees’ privacy concerns.

The quantitative study we conducted shows very clear, that the potential users have high
desire for self-determination regarding the arrangement of SAA’ settings. Nearly
unanimously our participants opted that only the user self should determine the settings
of the SAA and only the user self should have an access into the personal settings.
Moreover, in the extension of boundary theory [Ko16] our study results provide valuable
insights into how employees abstract their individual boundary style and translate it into
tangible availability preferences. The results clearly show, that there is no fixed model
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regarding the attitudes towards the separation and integration of work and private life.
Moreover, the preferences are changing within the life domain and time. Consequently,
lack of flexibility and self-determination seem to be a principal reason why existing
approaches, like blocking or deleting automatically incoming e-mails and messages after
the employee’s regular working hours [Ha11], [Da14] do not meet facets of employees’
availability needs. Moreover, the findings of the study reveal, that the potential users
would like to have a right to inspect the SAA’s decision regarding the availability
management. Although, the majority of the participants declare, that SAA should be able
to learn from user’s availability behaviors, only around 21% would allow the SAA to
change the availability setting independently. Interestingly, there is also a clear tendency
which information should be reveals in the feedback to a sender in case a message gets
delayed. Participants predominantly consider it useful that the assistant informs the
sender when the user can be reached again (87.1%). The information “how instead” and
“why” the user is not available are much less desired.

On the one hand, the quantitative study we conducted shows an alarming reality that
every second knowledge worker does not achieve the individually desired availability,
precisely 50.3% of the participants do not achieve the desired level of availability in the
actual workplace. Moreover, in the extension of boundary theory [Ko16], [KHS09] our
study results provide valuable insights into how employees abstract their individual
boundary style and translate it into availability preferences. The results clearly show, that
there is no fixed model regarding the attitudes towards the separation and integration of
work and private life. Most of the participant desire either a complete separation 37.3%
or an interactive integration 35.7% of work and private life. Individuals vary in their
availability preferences regarding their life domain, context and contact, meaning that
the work and private life boundary is shaped through an individual's day-to-day
decisions, needs and obligations.

On the other hand, the results indicate, that the technological solution, which allows
differentiated adaptive management has the potential to contribute to individuals’ well-
being. Practice indicates, that actual employers do not respond adequately to the diverse
needs of their employees, since present solutions concentrate only on regulating the
extent of availability. In this context, there is a need for a technological solution, that
will reflect the diversity and complexity of peoples’ availability preferences. Under those
circumstances, the SAA shows great potential in successfully managing and regulating
individual availability, as it supports users’ flexibility and autonomy. Specifically, the
majority of study participants 55.9% validate the underlying concept of the SAA by
perceiving it as useful and declaring to eventually use it. Furthermore, our analysis
demonstrates that this kind of assistant will support particularly employees with a
mismatch between their actual and preferred boundary style, leadership responsibilities,
from large companies and/or those who receive work-related calls during their spare
time. Differently, the results indicate, that older employees are less likely to adopt this
technological solution. It shows the need for more information and awareness regarding
smart availability management, as well as training concepts for employees.



106 Zofia Saternus

Potential limitations of this study relate to the study participants as well as the form of
our questionnaire. First and foremost, the sample profile might not result in entirely
universal conclusions, i.e. the study only considered knowledge workers in an
organizational context. However, availability issues affect individuals from all
backgrounds as well as the scope of a SAA could go far beyond such specific context.
By the same token, most participants of the study live and work in Germany 85% (697)
thus complicating international comparisons. Moreover, as is the case with most work–
life and organizational behavior research, our study relies on cross-sectional, self-report
data and is thus subject to common method variance [PM03]. In designing this study, we
followed recommendations described by Conway and Lance [CL10] to reduce the
likelihood of common method variance biasing results. Finally, the depth of the study’s
research questions resulted in an extensive and exhausting questionnaire: On average, it
took the participant 20 to 30 minutes to complete it. Therefore, it is conceivable, that
with increasing processing time particularly the final questions have received less
attention, so that in the end, the results might be slightly distorted.

Given these points, forthcoming research is also invited to extend our study. So far, the
usage and preferences regarding SAA have been discussed only on a theoretical level.
However, it would be useful to understand and closely measure what effects can actually
be observed in practice using SAA, i.e. how much of the potential benefit can be realized
and to what extent the technical solution can help to solve availability issues. Moreover,
future researchers should take a more inductive approach to identify consumers’ privacy
expectations. Understanding the factors that drive mutually beneficial and sustainable
privacy norms is also important for service providers to best meet the privacy
expectations of users and maintain the social contract proven essential for continued
adoption of such devices. For this purpose, we suggest a long-term study that could
evaluate an availability assistant, that effectively supports employees in managing their
availability in line with their individual availability and privacy preferences.
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Abstract: 6ARIOUS PROJECTS AND INITIATIVES STRIVE TOWARDS DESIGNING PRIVACY FRIENDLY OPEN PLATFORMS
AND ECOSYSTEMS FOR DIGITAL PRODUCTS AND SERVICES‹ (OWEVER˛ BESIDES MASTERING TECHNICAL CHALLENGES˛
ACHIEVING ECONOMIC VIABILITY AND BROAD MARKET SUCCESS HAS SO FAR PROVEN TO BE DIffiCULT FOR THESE
INITIATIVES‹ "ASED ON A PUBLICLY FUNDED RESEARCH PROJECT˛ THIS STUDY FOCUSES ON THE BUSINESS MODEL
DESIGN FOR AN OPEN DIGITAL ECOSYSTEM FOR PRIVACY FRIENDLY AND TRUSTWORTHY INTELLIGENT ASSISTANTS‹ 7E
PRESENT HOW THE AGENT‚BASED MODELLING TECHNIQUE CAN BE EMPLOYED TO EVALUATE HOW BUSINESS MODELS
PERFORM IN VARIOUS CONSTELLATIONS OF AN OPEN DIGITAL ECOSYSTEM‹ 4HUS˛ OUR WORK RELATES TO THE STRATEGIC
CHOICE OF SUITABLE BUSINESS MODELS AS AN IMPORTANT SUCCESS FACTOR FOR PRIVACY AND SECURITY‚RELEVANT
TECHNOLOGIES‹

Keywords: AGENT‚BASED MODELLINGff BUSINESS MODELSff SMART ASSISTANTSff ECOSYSTEMff DIffUSION

1 Introduction

7ARNINGS OF THE DOMINANCE OF BIG CENTRALIZED PLATFORM PLAYERS EXPLOITING THE DATA OF
THEIR CUSTOMERS˛ PRIMARILY FOR ADVERTISING PURPOSES˛ HAVE BEEN FREQUENT ;4H”= ;"U”=
;!"2”ı= ;3&0”—=‹ 7HILE THE CREATION OF OPEN˛ INTEROPERABLE AND PRIVACY FRIENDLY PLATFORMS
OR ECOSYSTEMS IS PART OF NUMEROUS INITIATIVES AND RESEARCH PROJECTS ˘A FEW %UROPEAN AND
’ERMAN EXAMPLES ARE 2%25- ;2%”—=˛ "IG‚)O4 ;"I„“=˛ 3MART/RCHESTRA ;3M„“=˛ /PEN)O4
;/P„“= AND OF COURSE THE NEW ’!)! 8 INITIATIVE ;&E”ı=¯˛ THE SUCCESS OF SUCH INITIATIVES
IS STILL QUESTIONABLE‹ !T THE END OF „“”ı˛ THE FOLLOWING — COMPANIES WERE AMONG THE 
MOST VALUABLE COMPANIES BY MARKET CAPITALIZATIONȷ !PPLE˛ -ICROSOFT˛ !LPHABET˛ !MAZON˛
&ACEBOOK AND !LIBABA ˘THE LIST IS LED BY OIL‚GIANT 3AUDI !RAMCO¯ ;7I”ı=‹ 4HAT SIGNIfiCANT
PARTS OF THESE COMPANIES’ BUSINESS MODELS RESTS ON PROPRIETARY PLATFORMS INDICATES HOW
POWERFUL THESE PLATFORMS HAVE BECOME IN THE WORLD ECONOMY‹

!KIN TO THE INITIATIVES MENTIONED ABOVE˛ THE RESEARCH PROJECT %.4/52!’%˛ WHOSE WORK
FORMS THE BASIS FOR THIS PAPER˛ AIMED AT BUILDING AN OPEN DIGITAL ECOSYSTEM FOR TRUSTWORTHY AND
PRIVACY FRIENDLY SMART ASSISTANTS ;%.”ı=‹ 4O DELIVER ON TO THEIR PROMISES AND SUPPORT THEIR
USER WITH CONTEXT‚SENSITIVE AND PERSONALISED ASSISTANCE˛ SMART ASSISTANTS NEED TO CONTINUOUSLY
GATHER AS WELL AS PROCESS SIGNIfiCANT AMOUNTS OF CONTEXTUAL AND PERSONAL INFORMATION‹ )F THE
” &RAUNHOFER )!/˛ (ARDENBERGSTRAđE „“˛ ”“—„« "ERLIN˛ MICHAEL‹KUBACH␣IAO‹FRAUNHOFER‹DE
„ &RAUNHOFER )!/˛ .OBELSTRAđE ”„˛ “–—ı 3TUTTGART˛ NICOLAS‹FAEHNRICH␣IAO‹FRAUNHOFER‹DE
« ’OETHE 5NIVERSITY &RANKFURT˛ )NFORMATION 3YSTEMS˛ 4HEODOR‚7‚!DORNO‚0LATZ »˛ —“—„ı &RANKFURT AM -AIN˛

MIHALE‚WILSON␣WIWI‹UNI‚FRANKFURT‹DE



””“ -ICHAEL +UBACH˛ .ICOLAS &čHNRICH˛ #RISTINA -IHALE‚7ILSON

DATA‚COLLECTION AND PROCESSING IS PERFORMED ON ONE SINGLE PLATFORM˛ OR WITHIN A PROPRIETARY
ECOSYSTEM CONTROLLED BY ONE COMPANY˛ IT CAN BECOME AN EASY TARGET FOR ATTACKERS ;+’(”—=‹
4O ADDRESS THE VARIOUS DATA PRIVACY ;-:(”= AS WELL AS SECURITY CONCERNS ARISING WHEN DATA
IS STORED AND HANDLED ON ONE PLATFORM˛ %.4/52!’% ENVISIONED AN OPEN DIGITAL ECOSYSTEM
WITHOUT DOMINANT PARTICIPANTS AND HIGH PRIVACY AS WELL AS SECURITY STANDARDS‹ 7ITHIN THIS
OPEN DIGITAL ECOSYSTEM USERS CAN THEN COMBINE SMART ASSISTANTS AND DATA SOURCES FROM
VENDORS OF THEIR CHOICE TO ACHIEVE A TRUSTWORTHY ˘SECURE AND PRIVACY FRIENDLY¯ ASSISTANCE
EXPERIENCE‹ (OW THE PROJECT DEfiNES AND IMPLEMENTS PRIVACY IS DETAILED IN ITS PRIVACY AND
SECURITY REFERENCE ARCHITECTURE ;:(+”ı=‹

-OST OF THE CURRENT OPEN PLATFORM AND ECOSYSTEM INITIATIVES FOCUS ON TECHNICAL ASPECTS˛
DEVELOPING OPEN STANDARDS˛ POWERFUL ARCHITECTURES AND flEXIBLE INTERFACES ;-+”ı=‹ )N THIS
RESPECT˛ CURRENT OPEN PLATFORM AND ECOSYSTEM INITIATIVES ARE SIMILAR TO MANY INITIATIVES
IN THE AREAS OF )4 SECURITY˛ PRIVACY ENHANCING TECHNOLOGIES ˘0%4S¯ AND PRIVACY FRIENDLY
IDENTITY MANAGEMENT‹ (OWEVER˛ WHILE IT IS CERTAINLY NECESSARY TO ENSURE THE TECHNICAL
FUNCTIONING OF SECURITY AND PRIVACY FRIENDLY SOLUTIONS˛ THIS IS NOT SUffiCIENT FOR THEIR BROAD
ADOPTION‹ /NLY WITH SIMULTANEOUS CONSIDERATION OF NON‚TECHNICAL ASPECTS˛ A BROAD ADOPTION
CAN BE ACHIEVED‹ 4HIS IS WHAT WOULD BE NECESSARY TO RAISE THE ACTUAL LEVEL OF PRIVACY OF THE
SOLUTIONS IN USE ;:2”„=‹ 7HEN SETTING UP THE PROJECT˛ THE DEVELOPMENT OF VIABLE BUSINESS
MODELS FOR THE OPERATION OF THE VARIOUS ECOSYSTEM COMPONENTS WAS IDENTIfiED AS A CRUCIAL
NON‚TECHNICAL DETERMINANT FOR THE ECOSYSTEMS’ SUCCESS ;+’(”—=‹ 3INCE VIABLE BUSINESS
MODELS SECURE THE REQUIRED RESOURCES TO DEVELOP THE ECOSYSTEM FURTHER˛ ATTRACT THE NECESSARY
AMOUNT OF PARTICIPANTS TO CREATE VALUE˛ AND ARE A FUNDAMENTAL INGREDIENT TO THE SUCCESS OF
INNOVATIONS ;,I””=˛ ;+A”–=˛ THE PROJECT DEDICATED SIGNIfiCANT EffORTS TO THE DESIGN OF BUSINESS
MODELS WHICH fiND ACCEPTANCE BY POTENTIAL ECOSYSTEM PARTICIPANTS AND USERS ALIKE ;-+”ı=˛
;-:(”ı=˛ ;-:+”ı=‹ 4HIS WAS DRIVEN BY VARIOUS RESEARCH AND PRACTICE RELATED CHALLENGESȷ
!S ;,E”„= POINT OUT˛ RESEARCH ON VIABLE BUSINESS MODELS FOR OPEN DIGITAL ECOSYSTEMS IS
VERY SCARCE‹ !CCORDINGLY˛ WITH NO OR VERY LITTLE GUIDANCE FROM ACADEMIA˛ PRACTITIONERS
WOULD HAVE TO FOLLOW VERY COSTLY AND TIME‚CONSUMING TRIAL AND ERROR APPROACHES TO IDENTIFY
THE BUSINESS MODELS THAT WOULD WORK IN THE CONTEXT OF OPEN DIGITAL ECOSYSTEMS‹ "ESIDES˛
SINCE DIGITAL ECOSYSTEMS ARE VERY COMPLEX ENTITIES WITH MANY STAKEHOLDERS WHOSE GOALS ARE
SOMETIMES CONflICTING RATHER THAN ALIGNED˛ PRACTITIONERS MUST NOT ONLY CHOOSE THE BUSINESS
MODELS SUITABLE FOR THEIR OWN BUSINESS˛ BUT ALSO BE ABLE TO PREDICT THEIR VALUE WITHIN VARIOUS
ECOSYSTEM CONSTELLATIONS‹

5NFORTUNATELY˛ TESTING THE PERFORMANCE OF VARIOUS BUSINESS MODELS WITHIN AN OPEN DIGITAL
ECOSYSTEM WITH SEVERAL ACTORS IN THE REAL WORLD WOULD EXCEED THE RESOURCES OF ANY RESEARCH
PROJECT‹ (ENCE˛ %.4/52!’% CHOSE TO EXPLORE HOW BUSINESS MODELS WOULD PERFORM WITHIN
A DIGITAL ECOSYSTEM BASED ON AN AGENT‚BASED SIMULATION APPROACH‹ )N THE FOLLOWING˛ THIS
PAPER WILL FOCUS ON THE SIMULATION METHOD THAT WAS USED TO ANALYSE THE GENERAL VIABILITY OF
THE BUSINESS MODEL OF THE OPEN ASSISTANT ECOSYSTEM‹ 7E DO THIS˛ BECAUSE THE AGENT‚BASED
MODELLING APPROACH EMPLOYED IN THIS STUDY IS VERY LIKELY TO BE VALUABLE FOR OTHER PRIVACY
AND SECURITY‚RELEVANT TECHNOLOGIES FACING SIMILAR CHALLENGES‹ 0RIVACY‚FRIENDLY IDENTITY
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MANAGEMENT ECOSYSTEMS˛ FOR INSTANCE˛ ARE ONE NOTEWORTHY EXAMPLE FOR WHICH OUR SIMULATION
APPROACH MIGHT BE VALUABLE‹

7ITHIN THE %.4/52!’% PROJECT˛ THE SIMULATIONS WERE COMPLEMENTED BY WORKSHOPS AND
SURVEYS WITH END‚USERS˛ EXPERTS˛ AS WELL AS PRACTITIONERS‹ 4HESE WORKSHOPS HELPED TO STUDY
IMPORTANT BUSINESS MODEL RELATED ASPECTS LIKE USER PREFERENCES˛ WILLINGNESS TO PAY FOR SECURE
AND PRIVACY FRIENDLY ASSISTANTS ;-:(”=˛ AND GENERAL PREFERENCES TOWARDS DIffERENT BUSINESS
MODELS ;-:+”ı=‹

4HE PAPER IS STRUCTURED AS FOLLOWSȷ ! BRIEF OVERVIEW OF THE RELATED LITERATURE IN CHAPTER TWO
SUBSTANTIATES THE CHOICE OF OUR METHOD‹ 4HEN˛ IN CHAPTER THREE˛ THE PAPER FOCUSES ON THE
AGENT‚BASED MODELLING APPROACH FOR %.4/52!’% AND PRESENTS fiRST EXPERIENCES WITH THE
METHOD‹ 5LTIMATELY˛ CHAPTER FOUR CONCLUDES THE MAIN INSIGHTS GENERATED BY THE AGENT‚BASED
SIMULATION‹

2 Related Work and Suitability of the method

4HE SELECTION OF THE AGENT‚BASED MODELLING APPROACH USED IN THIS PAPER IS SUBSTANTIATED BY
COMPARING AND WEIGHING THE BASIC ADVANTAGES OF SIMULATIONS AGAINST THEIR DISADVANTAGES‹
&URTHERMORE˛ OUR CHOICE TO PERFORM AN AGENT‚BASED MODELLING APPROACH IS SUPPORTED BY
RESEARCH IN COMPARABLE fiELDS THAT SHOWS HOW AGENT‚BASED MODELS CAN BE APPLIED‹ &OLLOWING
;"ț”“=˛ APPLYING SIMULATIONS AS A METHOD GIVES RESEARCHERS THE OPPORTUNITY TO INVESTIGATE
COMPLEX SYSTEM STRUCTURES THAT ARE NOT SUBJECT TO THE LIMITATIONS OF ANALYTICAL METHODS‹
-OREOVER˛ PROCESSES AS WELL AS RESOURCES CAN BE MODELLED WITH SYSTEM‚RELEVANT RESTRICTIONS
AND PROBLEM‚RELEVANT KEY PARAMETERS CAN BE REPRESENTED AS WELL AS OBSERVED AT SIMULATION
RUNTIME‹ !S THE SIMULATION CAN BE RUN SEVERAL TIMES˛ flEXIBLE SENSITIVITY ANALYSIS OF SOLUTIONS
ARE POSSIBLE‹ &URTHER˛ SIMULATIONS ALSO MAKE IT POSSIBLE TO OBSERVE COMPLEX SYSTEM BEHAVIOUR
STEP BY STEP IN THEIR TEMPORAL DEVELOPMENT AND THROUGH CLEAR˛ GRAPHIC REPRESENTATION‹ "ESIDES˛
AS ;$&”—= POINT OUT˛ SIMULATIONS ARE ALSO POSSIBLE WITH LESS EMPIRICAL DATA COMPARED TO A
CLASSICAL QUANTITATIVE OBSERVATIONAL ANALYSIS OF A SPECIfiC MARKET‹ !GAINST THIS BACKGROUND˛
SIMULATIONS ALLOW RESEARCHERS TO CREATE ASSESSMENTS OF POTENTIAL FUTURE DEVELOPMENTS AS
WELL‹

$ESPITE THE NUMEROUS ADVANTAGES MENTIONED ABOVE˛ AGENT‚BASED SIMULATIONS HAVE ALSO LIMITS
THAT NEED TO BE DISCUSSED‹ )N TERMS OF DISADVANTAGES˛ ;"ț”“= MENTIONS THAT SIMULATIONS
TYPICALLY HAVE NO STANDARD BENCHMARKING CRITERIA˛ DO NOT RECOGNIZE AN OPTIMUM AND DO NOT
HAVE CLEAR ABORT CRITERIA‹ !DDITIONALLY˛ ;3+”—= POINT OUT THAT THE DATA AND THE MODEL AND
PARAMETER ASSUMPTIONS OF SUCH SIMULATIONS ARE DECISIVE FOR THE RESULTS˛ SO THAT THE CALIBRATION
OF SIMULATION MODELS IS OFTEN CHALLENGING‹ 2ESEARCHERS CAN MITIGATE THE METHODOLOGICAL
DEfiCITS OF SIMULATIONS THROUGH A VARIETY OF STRATEGIESȷ &OR ONE˛ RESEARCHERS CAN MAKE THE
SIMULATION ASSUMPTIONS TRANSPARENT‹ 4HEN˛ RESEARCHERS CAN ENGAGE EXPERIENCED SIMULATION
EXPERTS TO ASSESS AND IMPROVE THEIR MODEL‹ &URTHER˛ RESEARCHERS CAN ALSO COMBINE AND
COMPLEMENT THEIR CHOSEN SIMULATION METHOD WITH OTHER SUITABLE RESEARCH METHODS‹
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)N OUR STUDY˛ WE CHOSE AGENT‚BASED MODELLING AS THE PARTICULAR SIMULATION METHOD‹ 3IMPLIfiED˛
THE AGENT‚BASED MODELLING METHOD IS A SPECIAL FORM OF DISCRETE SIMULATION THAT CAN ACT AS
A KIND OF VIRTUAL LAB FOR EXPERIMENTAL ˘SOCIO‚¯ECONOMIC RESEARCH ;$+”“=˛ ;%!ı—=‹ 4HE
GOAL OF AN AGENT‚BASED SIMULATION IS THE REPRODUCTION OF A REAL MULTI‚AGENT SYSTEM IN A
VIRTUAL ENVIRONMENTAL SIMULATION‹ 4HE SIMULATION CONSISTS OF DIffERENT COMPONENTS AND
CAPTURES THE CO‚INTERACTION OF THESE COMPONENTS‹ &URTHER˛ THE AGENT‚BASED MODELLING METHOD
CAN PROVIDE INSIGHTS INTO DISTRIBUTED˛ INTERACTIVE CONNECTIONS AND DEVELOPMENTS BETWEEN
MANY INDEPENDENT DECISION MAKERS ˘AGENTS¯‹ !S SUCH˛ THE AGENT‚BASED MODELLING APPROACH
ALLOWS RESEARCHERS TO PERFORM ANALYSES ALBEIT LIMITED EMPIRICAL DATA AVAILABILITY ;4#3”»=‹
4YPICALLY˛ AGENT‚BASED MODELS CONSIST OF THREE ELEMENTSȷ ˘”¯ THE AGENTS˛ WITH PARTICULAR
ATTRIBUTES AND BEHAVIOURSff ˘„¯ THE AGENT RELATIONSHIPS AND METHODS OF INTERACTIONff AND ˘«¯
THE AGENTS’ ENVIRONMENT˛ WHICH DESCRIBES WHERE THE AGENTS ˆLIVEˆ AND WITH WHICH OF THE
OTHER AGENTS THEY INTERACT ;-.”»=‹ 2ECENTLY˛ AGENT‚BASED MODELLING HAS BEEN APPLIED IN
INFORMATION SYSTEMS RESEARCH AS WELL˛ FOR EXAMPLE TO ANALYSE DIGITAL BUSINESS MODELS FOR
INDIVIDUAL BUSINESSES ;:’*”»=˛ SERVICE PLATFORMS ;4"4”ı=˛ PLATFORM DIffUSION ;3"”ı=˛ AND
INCENTIVE STRUCTURES IN BLOCKCHAIN‚BASED APPLICATIONS ;(4”ı=‹ )N THE CONTEXT OF PRIVACY˛ THE
AGENT‚BASED APPROACH HAS BEEN APPLIED TO MODEL PRIVACY CONCERNS AND BEHAVIOUR DEPENDING
ON PRIVACY‚SETTINGS IN SOCIAL MEDIA ;4#3”»=˛ ;"A””=‹ 4HIS LIST REVEALS THE POPULARITY AND
VERSATILITY OF THE AGENT‚BASED MODELLING APPROACH˛ WHICH CAN BE EMPLOYED IN DIffERENT
CONTEXTS‹ .ONETHELESS˛ WHILE THE AGENT‚BASED MODELLING ˘!"-¯ APPROACH HAS BEEN APPLIED
TO INVESTIGATE A VARIETY OF )3 RELATED TOPICS˛ WE COULD NOT IDENTIFY ANY WORK THAT EMPLOYED IT
PARTICULARLY TO EVALUATE BUSINESS MODELS FOR PRIVACY‚FRIENDLY ECOSYSTEMS‹

3 Proposing ABM as a Method

&ROM AN ECONOMIC PERSPECTIVE˛ AN ECOSYSTEM IS A NETWORK OF MARKET PARTICIPANTS THAT
ARE IN INTERDEPENDENT SERVICE RELATIONSHIPS‹ 4HUS˛ THE ECOSYSTEM CONTAINS A MULTITUDE OF
NETWORKED ACTORS WITH DIffERENT COMPETENCIES˛ THEREWITH SERVING DIffERENT STAGES OF THE
VALUE CHAIN‹ 4HE RELATIONSHIPS AMONGST ECOSYSTEM PARTICIPANTS ARE GENERALLY BASED ON THE
COOPERATION PRINCIPLE‹ 9ET˛ WHENEVER SEVERAL COMPANIES OCCUPY SIMILAR VALUE CREATION STAGES
OR COMPANIES HAVE SIMILAR COMPETENCES AND OffER THEM IN THE ECOSYSTEM˛ THE COOPERATIVE
RELATIONSHIPS BETWEEN ECOSYSTEM PARTICIPANTS CAN TAKE A COMPETITIVE CHARACTER‹

!N OPEN ECOSYSTEM CONSISTS OF DIVERSE STAKEHOLDERS WITH DIffERENT ECONOMIC INTERESTS‹
7HETHER IT CAN SUSTAIN ON THE MARKET DEPENDS ON MANY FACTORS SUCH AS THE BUSINESS MODELS IT
SUPPORTS˛ THE DISTRIBUTION OF COSTS AND BENEfiTS AMONGST STAKEHOLDERS˛ THE NUMBER OF END USERS
AND THE SHARE OF ACTIVELY PARTICIPATING COMPANIES‹ 3INCE REAL‚WORLD MARKET‚TESTING OF THE
FULL ECOSYSTEM EXCEEDS THE RESOURCES OF ANY PROJECT˛ A SIMULATION‚APPROACH WAS CHOSEN FOR
THE EVALUATION OF SUITABLE BUSINESS MODELS‹ "UILDING UPON THE RELATED WORK DISCUSSED IN THE
PREVIOUS CHAPTER˛ OUR AGENT‚BASED MODEL INCLUDED A SIMPLIfiED SET OF ECOSYSTEM PARTICIPANTS
˘I‹E‹˛ AGENTS¯ȷ 4HESE WERE ˆEND USERSˆ ˛ ˆSMART ASSISTANTSˆ ˛ ˆSMART DEVICE MANUFACTURERSˆ
AND THE DIGITAL ECOSYSTEM ˆ%.4/52!’%ˆ ITSELF‹
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-ARKET ACTIVITIES ARE DRIVEN BY THE MOVEMENT PROCESS OF THE END‚USER AGENTS THAT CAN BE
TRIGGERED BY DIRECT CONTACT WITH OTHER AGENTS OR ENVIRONMENTAL INflUENCES‹ 4HE %.4/52!’%
AGENT SERVES AS A KIND OF CONTROL CENTER FOR THE REALIZATION OF THE OVERALL ECOSYSTEM˛ THROUGH
WHICH SMART DEVICE MANUFACTURERS AND SMART ASSISTANT PROVIDERS ARE CONNECTED WITH THE
END USERS AND PROVIDE THEIR PRODUCTS AND SERVICES‹ 3MART ASSISTANT AGENTS AND SMART DEVICE
MANUFACTURERS OffER VARIOUS SERVICES AND PRODUCTS TO END USERS THAT ARE COMPATIBLE WITH THE
%.4/52!’% ECOSYSTEM‹ 4HE SERVICES AND PRODUCTS ARE OffERED VIA A SUBSCRIPTION PLAN OR
PURCHASE WITHIN THE RESPECTIVE AREA OF INflUENCE‹ 4HE AGENT‚BASED MODEL WAS IMPLEMENTED
USING THE SOFTWARE‚PACKAGE .ET,OGO4‹ 4HE MODEL’S USER INTERFACE IS SHOWN IN &IGURE ”‹

&IG‹ ”ȷ 5SER INTERFACE

4HE VISUALIZATION IN THE CENTER OF THE USER INTERFACE ˘SEE &IGURE „¯ SHOWS A VISUALIZATION WITH
END USERS AS SMALL DOTS˛ SMART ASSISTANTS AS LARGE BLACK DOTS˛ AND MANUFACTURERS OF SMART
DEVICES AS BLACK HOUSES‹ %.4/52!’% IS REPRESENTED AS A LARGE RED DOT IN THE CENTER OF THE
AREA‹ 4HE COLORED 6ORONOI PARTITIONS5 REPRESENT THE SPHERE OF MARKET INflUENCE OF THE SMART
ASSISTANTS‹

4HE flOWCHART SHOWN IN &IGURE « DESCRIBES THE ONGOING PROCESSES OF THE MODEL‹ !FTER THE
MODEL INITIALIZATION˛ THE MOVEMENT PROCESS STARTS RANDOMLY MOVING THE END USERS IN THE
AREA‹ %ND USERS THAT HAVE AN %.4/52!’% SUBSCRIPTION ARE SHOWN AS RED DOTS AND END
USERS WITHOUT AN %.4/52!’% SUBSCRIPTION ARE SHOWN AS GREY DOTS‹

4HE DISTRIBUTION OF %.4/52!’% HAPPENS VIA WORD‚OF‚MOUTH MARKETING WHEN A NON‚
SUBSCRIBER MEETS AN %.4/52!’% CUSTOMER OR THE CENTRAL %.4/52!’% INSTANCE‹ 4HIS
PRINCIPLE CORRESPONDS TO THE SPREAD OF A VIRUS INFECTION‹ 7E IMPLEMENTED THE FOLLOWING
DIffUSION MODELS THAT CAN BE CHOSEN VIA THE USER INTERFACEȷ

• "ASS DIffUSION MODEL ;"A—ı=

4 https://ccl.northwestern.edu/netlogo

5 6ORONOI PARTITIONȷ ! POLYGON WITH ONE GENERATING POINT FROM WHICH EVERY POINT IN THE POLYGON IS CLOSER TO THAN TO
ANY OTHER GENERATING POINT OF OTHER POLYGONS‹
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• "ONABEAU DIffUSION MODEL ;"O“„=

• 3IGMOID FUNCTION

7E CHOSE THE "ASS DIffUSION MODEL BECAUSE IT IS A COMMONLY USED AND WELL‚ESTABLISHED
MODEL IN THE LITERATURE TO ESTIMATE TECHNOLOGY DIffUSION‹ &URTHERMORE˛ WE IMPLEMENTED THE
NEWER˛ !"-‚RELATED "ONABEAU DIffUSION MODEL AND A SIMPLE SIGMOID FUNCTION‹

˘A¯ )NITIAL SITUATION ˘“ TICKS¯ ˘B¯ !DVANCED SIMULATION PROGRESS ˘„8“‹—“
TICKS¯

&IG‹ „ȷ 6ISUALIZATION OF THE MODEL

)F THE NON‚SUBSCRIBER BECOMES AN %.4/52!’% CUSTOMER˛ THE GREY DOT TURNS RED AND THE NEW
SUBSCRIBER DISTRIBUTES %.4/52!’% ITSELF˛ WHICH ACCELERATES THE GROWTH OF THE CUSTOMER
BASE ˘SEE &IGURE „¯‹ 4HE DISTRIBUTION OF SMART ASSISTANTS IS BASED ON THE CORRESPONDING
6ORONOI PARTITIONS WHEREIN THE END USERS BECOME CUSTOMERS WITH A DEfiNED PROBABILITY AT
EVERY STEP OF THE MOVEMENT PROCESS‹ 4HE SIZE OF THE 6ORONOI PARTITIONS THEREBY REPRESENTS
THE MARKET POWER OF THE CORRESPONDING SMART ASSISTANT‹ 4HE DISTRIBUTION OF SMART DEVICES
WORKS IN A SIMILAR WAY˛ BUT IN CONTRARY TO SMART ASSISTANTS˛ A DISTRIBUTION REQUIRES DIRECT
CONTACT OF THE END USER WITH THE SMART DEVICE MANUFACTURERS‹

!LL DESCRIBED FORMS OF INTERACTIONS WITH THE END USERS ARE SUMMARIZED UNDER ˆBUSINESS
CONTACTˆ ˘SEE &IGURE «¯‹ !T EVERY STEP OF THE MOVEMENT PROCESS˛ ANY SUBSCRIPTION OF THE
CORRESPONDING END USERS IS CANCELLED BY A GIVEN PROBABILITY‹

7E IMPLEMENTED THE CASH flOW BETWEEN STAKEHOLDERS AND THEIR PROfiT IN THE MODEL‹ 4HE
CALCULATED PROfiTS HAVE TO BE INTERPRETED IN RELATION TO THE OTHER STAKEHOLDERS AND THUS SERVE
AS AN INDICATOR OF HOW WELL A BUSINESS MODEL PERFORMS‹ 4HE CASH flOW WAS IMPLEMENTED
DIMENSIONLESS˛ SINCE THE FRAMEWORK CONDITIONS OF THE MODEL DO NOT ALLOW ANY EXPLICIT
CONCLUSIONS REGARDING REVENUES AND PROfiTS‹

4HE INflUENCING FACTORS FOR THE PROfiT OF THE RESPECTIVE STAKEHOLDERS IS ILLUSTRATED IN &IGURE »‹



!GENT‚BASED -ODELS AS A -ETHOD TO !NALYSE 0RIVACY‚FRIENDLY "USINESS -ODELS IN AN !SSISTANT
%COSYSTEM ””–

Model initialization

Movement process

Business contact

Already a
customer?

Already a
customer?

Smart assistant
subscription plan

No

Existing
subscriptions?

Cancel
subscription?Yes

Customer lossNo

Smart assistants

Subscribe Smart
assistant?

Yes

Entourage

Subscribe
Entourage?

No

Entourage
subscription plan

Yes

No

Yes

No

Yes

Smart devices

Already a
customer?

Buy smart
device?

Purchase of smart
device

No

Yes

Yes

No

Yes

No

&IG‹ «ȷ &LOWCHART OF THE MODEL

3O FAR˛ THREE BUSINESS MODELS FOR %.4/52!’% HAVE BEEN IMPLEMENTEDȷ !N AD‚fiNANCED
BUSINESS MODEL WITHOUT SUBSCRIPTION FEES FOR END USERS ˘POTENTIALLY LESS PRIVACY‚FRIENDLY¯˛
A SUBSCRIPTION MODEL WITH A SHORT CONTRACT COMMITMENT AND HIGHER SUBSCRIPTION FEES IN
COMPARISON FOR END USERS AND A SUBSCRIPTION MODEL WITH LONG CONTRACT COMMITMENT AND
LOWER SUBSCRIPTION FEES IN COMPARISON‹ )N THIS fiRST PROTOTYPE OF THE MODEL WE DID NOT INCLUDE
THE POSSIBILITY OF DIffERENT BUSINESS MODELS INSIDE A GROUP OF STAKEHOLDERS ˘I‹E‹ DIffERENT
SMART DEVICE MANUFACTURERS FOLLOWING DIffERENT BUSINESS MODELS¯‹

)N ALL BUSINESS MODELS THE CASH flOW BETWEEN THE OTHER STAKEHOLDERS IS THE SAMEȷ 3MART
ASSISTANT PROVIDERS AND SMART DEVICES MANUFACTURERS PAY A LICENSE›USAGE FEE FOR THE %.‚
4/52!’% IMPLEMENTATION‹ &URTHERMORE˛ OPERATIONAL COSTS ARE INCURRED AS fiXED AND
VARIABLE COSTS DEPENDING ON THE NUMBER OF USERS‹
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&IG‹ »ȷ 6ISUALIZED CASH flOWS

)N ORDER TO BE ABLE TO CONTROL THE INTERDEPENDENCIES OF STAKEHOLDERS˛ ALL PARAMETERS OF THE
MODEL CAN BE EASILY MODIfiED VIA THE USER INTERFACE SHOWN IN &IGURE ” OR VIA THE SOURCE CODE‹
4HE BEHAVIOUR OF THE END‚USER AGENTS CAN BE fiNE‚TUNED IN THIS WAYȷ 4HE END USERS ARE DIVIDED
INTO THREE GROUPS˛ OF WHICH THE RATIO CAN BE MODIfiED˛ WITH LOW˛ MEDIUM AND HIGH PURCHASING
POWER AffECTING THE LIKELIHOOD OF PURCHASES‹ &URTHERMORE˛ THE MODEL DIffERENTIATES BETWEEN
REGULAR˛ INTERESTED AND SKEPTICAL USERS REGARDING %.4/52!’% AS WELL‹ 2EGULAR USERS ARE
MOVING PURELY RANDOM˛ WHEREAS INTERESTED USERS ARE MORE LIKELY TO FOLLOW˛ AND SKEPTICAL
USERS ARE MORE LIKELY TO MOVE AWAY FROM %.4/52!’% CUSTOMERS IN THEIR IMMEDIATE
VICINITY‹ &URTHER PARAMETERS THAT STRONGLY IMPACT THE SIMULATION PROCESS ARE THE NUMBER
OF END USERS˛ THE INITIAL NUMBER OF %.4/52!’% CUSTOMERS˛ THE NUMBER OF SMART DEVICE
MANUFACTURERS AND THE NUMBER OF SMART ASSISTANT PROVIDERS‹

!T fiRST˛ SIMULATIONS INDICATED STRONG DIffERENCES REGARDING PROfiTS AND CUSTOMER BASE OF
INDIVIDUAL STAKEHOLDERS‹ 4HUS˛ THE SIMULATIONS INDICATED THE CHALLENGE OF A WELL‚BALANCED
BUSINESS MODEL˛ SINCE A MARKET SITUATION IN WHICH A GAP IN PROfiT BETWEEN STAKEHOLDERS IS
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TOO LARGE INEVITABLY LEADS TO THE FAILURE OF THE BUSINESS MODEL IN THE LONG TERM‹ (OWEVER˛
fiRST SIMULATION RESULTS SHOWED THAT A DECENTRALIZED˛ OPEN ECOSYSTEM AS ENVISIONED IN
%.4/52!’% CAN BASICALLY BE SIMULATED AND UNDERLYING BUSINESS MODELS ARE VIABLE WHEN
WELL‚ADJUSTED‹ /UR RESULTS INDICATE THAT A PRIVACY‚FRIENDLY OPEN ECOSYSTEM AS DESCRIBED IN
SECTION ” CAN BE VIABLE ON THE MARKET‹ (OWEVER˛ ASPECTS OF PRIVACY AND SECURITY NEED TO BE
INTEGRATED INTO THE MODEL FOR FURTHER INVESTIGATION‹ 4HIS INCLUDES BOTH˛ THE ADDED VALUE FOR
END USERS AND THE PRIVACY PREFERENCES OF OTHER STAKEHOLDERS REGARDING THE USE AND UTILIZATION
OF USER DATA‹

4 Conclusion

!S CONSUMERS AS WELL AS THE GENERAL PUBLIC GROW INCREASINGLY AWARE OF PRIVACY AND SECURITY
ISSUES RELATED TO DIGITAL PRODUCTS AND SERVICES THEY CONNECT TO˛ VARIOUS INITIATIVES AND RESEARCH
PROJECTS STRIVE TOWARDS DESIGNING AND IMPLEMENTING TRUSTWORTHY AND PRIVACY FRIENDLY DIGITAL
OffERINGS˛ PLATFORMS AND ECOSYSTEMS‹ (OWEVER˛ DESIGNING PRIVACY FRIENDLY DIGITAL OffERS
POSES VARIOUS NOVEL CHALLENGES THAT NEED TO BE ADDRESSED‹ "ASED ON A REAL PROJECT SPONSORED
BY THE ’ERMANY -INISTRY OF %CONOMY AND %NERGY˛ THIS STUDY FOCUSED ON THE CHALLENGE
OF DESIGNING AN OPEN DIGITAL ECOSYSTEM FOR PRIVACY FRIENDLY AND TRUSTWORTHY INTELLIGENT
ASSISTANTS WHILE STILL ENSURING THE ATTRACTIVENESS AND ECONOMIC VIABILITY OF THE CONSTRUCT‹ )N
THIS REGARD˛ THIS STUDY PRESENTS HOW THE AGENT‚BASED MODELLING TECHNIQUE CAN BE EMPLOYED TO
EVALUATE HOW BUSINESS MODELS PERFORM IN VARIOUS CONSTELLATIONS OF AN OPEN DIGITAL ECOSYSTEM‹
4HUS˛ THIS STUDY RELATES TO THE STRATEGIC CHOICE OF SUITABLE BUSINESS MODELS AS AN IMPORTANT
SUCCESS FACTOR FOR ALL TECHNOLOGIES˛ INCLUDING PRIVACY AND SECURITY‚RELEVANT TECHNOLOGIES‹

4YPICALLY˛ A COMPANY’S OR A BUSINESS NETWORK’S CHANCES TO SURVIVE AND THRIVE IN THE MARKET
DEPENDS ON VARIOUS INDIVIDUAL BUT ALSO INTERDEPENDENT FACTORS‹ "USINESS MODELS˛ DISTRIBUTION
OF COSTS AND BENEfiTS AMONGST STAKEHOLDERS˛ THE NUMBER OF END USERS AND THE SHARE OF
ACTIVELY PARTICIPATING COMPANIES ARE ONLY A FEW OF SUCH SUCCESS‚CRITICAL FACTORS THAT INflUENCE
EACH OTHER‹ "EYOND THE COMPLICATED INTERACTIONS BETWEEN VARIOUS DETERMINANTS FOR SUCCESS˛
COMPANIES WHO WANT TO SUCCESSFULLY JOIN AN OPEN DIGITAL ECOSYSTEM ALSO NEED TO fiNE‚TUNE
THEIR STRATEGIC DECISIONS IN ACCORDANCE WITH THE CONSTRAINTS AND DYNAMICS OF THE ECOSYSTEM
AND ITS PARTICIPANTS‹

!GAINST THE BACKGROUND THAT A REAL‚WORLD MARKET‚TESTING OF THE FULL ECOSYSTEM EXCEEDS THE
RESOURCES OF ANY COMPANY OR PROJECT˛ THIS PAPER SHOWS HOW AN AGENT‚BASED SIMULATION‚
APPROACH CAN BE USED TO EVALUATE THE SUITABILITY OF BUSINESS MODELS IN THE CONTEXT OF PRIVACY
FRIENDLY DIGITAL ECOSYSTEMS‹ /UR fiRST MODELLING APPROACH AS PRESENTED IN THIS PAPER IS FOCUSED
ON THE BUSINESS MODELS AS SUCH AND THEIR ECONOMIC VIABILITY – NOT ON THE PRIVACY ASPECTS OF
THESE BUSINESS MODELS AND THEIR INflUENCE‹ !LTHOUGH THE MODEL IS STILL A RUDIMENTARY EARLY
PROTOTYPE ˘THIS IS WHY WE DID NOT PRESENT QUANTITATIVE RESULTS AT THIS STAGE¯˛ IT IS EXTENDABLE
TO INVESTIGATE A VARIETY OF SUCCESS RELEVANT FACTORS OTHER THAN BUSINESS MODELS‹ &URTHER˛ THE
MODEL IS ALSO MODIfiABLE WITH REGARD TO THE AGENTS˛ THEIR GOALS AND RELATIONSHIPS OF THESE
ENTITIES‹ 4HIS WAY˛ THIS PAPER PRESENTS A VIABLE MODEL WHICH SUPPORTS BOTH RESEARCHERS AND
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PRACTITIONERS TO FORESEE HOW SUCCESS‚RELEVANT FACTORS INTERACT WITH EACH OTHER AND BEHAVE
IN VARIOUS ECOSYSTEM CONDITIONS‹ )N FUTURE EVOLUTIONS FURTHER FACTORS CAN BE ADDED AND FOR
EXAMPLE ENABLE SENSITIVITY ANALYSIS CAN BE PERFORMED‹

!S PRIVACY‚FRIENDLY DIGITAL SERVICES˛ PLATFORMS AND ECOSYSTEMS GRADUALLY GAIN TRACTION˛
RESEARCHERS’ AND PRACTITIONERS’ DEMAND FOR SUITABLE SIMULATION AND PROBABLY MORE SOPHISTI‚
CATED !"- MODELS IS ALSO VERY LIKELY TO INCREASE‹ (ENCE˛ WE INVITE FELLOW RESEARCHERS TO
BUILD UPON OUR MODEL TO DEVELOP A MORE EXTENDED AND REfiNED VERSION OF IT‹
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Automation Potentials in Privacy Engineering

Christian Zimmermann1

Abstract: The GDPR enshrines the privacy by design paradigm in law, making sound privacy
engineering methods more important than ever. Integrating automation and extensive tool support
into the privacy engineering process has the potential to support organizations in streamlining the
implementation of privacy and data protection by design and reducing its cost. Based on a privacy
engineering reference process, this paper systematically investigates automation potential in privacy
engineering. In particular, it discusses potentials and implications of automation in privacy engineering
and illustrates directions for future research.

Keywords: Privacy Engineering; Data Protection; Automation

1 Privacy by Design

The GDPR enshrines the Şprivacy by designŤparadigm in law by stipulating Şdata protection
by design and defaultŤ in its Article 25. In order to fulĄll the data protection by design and
default (DPbDD) obligations pursuant Art. 25 GDPR, data controllers need to consider
privacy and data protection risks early on in the design of systems for processing personal data.
Moreover, privacy and data protection need to be considered in the complete development
life-cycle [Eu19]. The implementation of a privacy engineering process can support
companies in doing so. Privacy engineering is Şthe discipline of understanding how to
include privacy as non-functional requirement in system engineeringŤ [CSC14] and, hence,
a method to integrate the privacy by design paradigm [CSC14] into product development.
From a governance perspective, privacy engineering can also be deĄned as Şengineering
data governance for personal information into the design and implementation of routines,
systems, and products that process personal informationŤ [DFF14].

Developers of systems, devices and software for processing personal data are often no
privacy or legal experts and not able to fully consider data protection intricacies and
requirements [Ha18]. Consequently, privacy experts need to be involved in systems and
privacy engineering to support architects and developers. However, privacy experts are
sparse and costly, especially those with a background in both law and computer science.
Automating privacy engineering or speciĄc steps of the privacy engineering process seems
to be a promising way to mitigate the sparsity of privacy experts and to reduce development
cost. Moreover, automation might also help companies establish a consistent minimum
1 Bosch Research, 71272 Renningen, christian.zimmermann3@de.bosch.com
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level of quality with respect to analyses and measures for compliance with data protection
legislation.

This paper investigates automation potentials in privacy engineering. In order to discuss
privacy engineering in a systematic manner, I Ąrst present and discuss a privacy engineering
reference process in Section 2. Subsequently, in Section 3, I identify potential for automation,
semi-automation or tool support in the individual steps of the reference process and illustrate
research streams to be addressed to foster automation of privacy engineering. Section 4
discusses advantages, disadvantages and limits of (semi-)automation in privacy engineering.
Section 5 concludes the paper.

2 Privacy Engineering Reference Process

The goal of privacy engineering is to ensure the implementation of appropriate measures
and safeguards for speciĄc processing means and purposes. Figure 1 depicts the privacy
engineering reference process upon which the discussion in this paper is based. The presented
reference process is grounded in and extends the work by Hoepman [Ho14] and his mapping
of privacy design strategies and patterns to the software development cycle. I also draw
from Gürses et al. [GTD15] and Spiekermann & Cranor [SC09] and take into account the
GDPR, the EDPBŠs Guidelines on Article 25 [Eu19] and the ŞStandard-DatenschutzmodellŤ
(SDM) [Ko16], the latter of which has been drafted by German DPAs. As can be seen, the
privacy engineering reference process can roughly be mapped to the ŞclassicŤ software
development process (see also [Ho14]). The following will brieĆy introduce the individual
process steps and discuss associated challenges.

Fig. 1: Generic privacy engineering process

Note that the Ągure is not intended to imply a necessarily linear, one-time process but
a process that might (at least partly) need to be applied iteratively, e.g., within agile
development methods. Obviously, privacy engineering is also not an end in itself but a
sub-activity of system engineering and product development and a means to design systems
and products compliant with data protection legislation and catering to usersŠ needs and
demands. Hence, the depicted process is also not to be understood as a stand-alone process
but as embedded into a broader system engineering and (product) development process and
needs to include interfaces to security engineering (cf. Art. 32 GDPR).
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Companies face a variety of challenges when trying to implement privacy by design and
privacy engineering processes. Overarching challenges refer to the sparsity of privacy
and data protection experts and to the communication-related and cultural challenges that
arise in the collaboration between technologists and legal staff. Besides these more general
challenges, speciĄc challenges arise in the different process steps. In the following the
individual steps of the reference process and associated challenges are brieĆy illustrated in
order to inform the discussion on automation potentials.

2.1 Privacy Principles and Protection Goals

For controllers or processors to comply with the data protection by design and default
requirement, systems for processing personal data obviously need to be implemented
under consideration of the relevant obligations laid down in the applicable data protection
regulations. Consequently, the Ąrst step in the depicted privacy engineering process refers to
the elicitation of relevant protection goals and privacy-related requirements that the system
needs to achieve or fulĄll, respectively. Obviously, these encompass primarily the data
protection principles laid down in the legislation, e.g., the GDPR. Guidelines by various
DPAs and other institutions (e.g. [OE13] or [IS11]) aim to support the translation of these
principles and abstract legal requirements into actionable technical and organizational
requirements. Notably, the SDM [Ko16] provides a mapping of GDPR articles to the data
protection goals proposed by Hansen et al. [HJR15]. It is also advisable to take into account
user expectations and demands regarding privacy and to elicit those using, e.g., user studies.
Not only might considering user expectations increase user satisfaction and acceptance.
Those expectations are also highly relevant in most jurisdictions, e.g. under the GDPR
where reasonable expectations of data subjects play a prominent role in assessing lawfulness
of data processing based on legitimate interest (cf. Recital 47 GDPR).

The protection goals for privacy engineering [HJR15] are general enough in order to provide
guidance for designing systems regardless of their intended domain of deployment. However,
translating legal texts and the obligations speciĄed therein into technical requirements is
often a daunting task. On the one hand, non-legal staff such as software developers often
lack the expertise to interpret legal texts and the knowledge of current legal interpretations
of the law. On the other hand, legal staff often lacks the technological expertise to translate
legal obligations into technical requirements.

Further problems can arise from the novelty of certain systems, e.g., autonomous systems
or IoT systems. In the absence of broad adoption of such systems and the resulting lack of
well-deĄned social norms and expectations regarding their usage, it is hard to formulate
reasonable expectations of privacy. Consequently, deploying such systems entails the risk
of violating newly forming social norms and expectations of privacy. While this does not
necessarily have to amount to a compliance problem, it has the potential to deter potential
users from using the systems.
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2.2 DPIA and Documentation

The potential risk to privacy and data subjectsŠ rights and freedoms posed by the system to
be developed needs to be assessed early on in the development process [Eu19]. In many
cases, performing a data protection impact analysis (DPIA) will also be legally required,
e.g., in case a planned processing of personal information is likely to pose a high risk to the
rights and freedoms of the affected data subjects (Art. 35 GDPR). However, as depicted
in Figure 1, it is not sufficient to conduct DPIAs only at the beginning of the engineering
process, especially in case agile development practices are used [ZZ20]. Rather, impact
assessments need to be conducted repeatedly in order to be able to assess whether changes
in the system (either in functionality or in applied measures for data protection) or changes
in the state of the art change the identiĄed risk [Eu19]. The (updated) DPIA results need to
be reĆected in all other process steps.

Several aspects make DPIAs challenging. On the one hand, the need to repeatedly update
DPIAs imposes high efforts. This is particularly challenging in case agile development
methods are used and changes to the system occur very often [ZZ20] or service-oriented
architectures are utilized [GG18]. DPIAs require expert knowledge and assessment, which
further increases cost and can delay development when experts are sparse.

DPIA results and information on implemented measures and the actual processing need to
be documented (Art. 35 & 5(2) GDPR). Ideally, documentation of DPIA results, design
decisions, planned processing steps and implemented measures is conducted in parallel to
development. While this will decrease the efforts to be spent after development and during
the operation of the system, it imposes a high effort in the development process.

2.3 Privacy Design Strategies & Patterns

The Ąrst process steps focus on initial risk and impact assessment and the elicitation of
requirements. Subsequently, approaches to satisfying those requirements and mitigating
the risks need to be chosen. Privacy Design Strategies Şrefer to distinct approaches that
can be used to achieve privacy protectionŤ [GTD15], e.g., aggregation of information or
hiding of information. They describe fundamental approaches that can be implemented
using privacy design patterns. A privacy design pattern is Şa commonly recurring structure
of communicating components that solves a general design problem within a particular
contextŤ [GTD15]. Privacy design patterns can also be deĄned as Şdesign solutions to
common privacy problems - a way to translate Šprivacy-by-designŠ into practical advice for
software engineeringŤ . For example, encryption can be considered one design pattern for
the Şinformation hidingŤ strategy [Ho14]. Privacy design patterns are similar to software
design patterns and more detailed or closer to implementation level than privacy design
strategies.

https://privacypatterns.org/
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Privacy design strategies can be derived from the data protection principles and protection
goals deĄned in the relevant regulations and best practice guidelines to be adhered to
in the development process (cf. [Ho14]). Based on the identiĄed requirements, user and
business needs, privacy design strategies should be chosen or developed in the early phases
of product concept development. Some (mandatory) strategies can be directly found in
regulation, e.g., data minimization as laid down in Art. 5 GDPR. Further, the eight privacy
design strategies derived by Hoepman [Ho14] from the OECD privacy guidelines [OE13],
Directive 95/46/EC and the ISO 29100 privacy framework [IS11] can be taken into account.
Finally, user expectations and desires should be considered in the selection or deĄnition of
privacy design strategies.

Challenges related to privacy design strategies refer to the selection of strategies Ątting the
planned context and scope of the processing, i.e., strategies that provide an optimal balance
between effectiveness in reducing the impact on data subjectsŠ rights and freedoms, cost
and utility of the system.

Privacy design patterns can be used to implement a chosen privacy design strategy. A broad
variety of privacy design patterns have been proposed in the literature. Many of those are
collected on the privacypatterns.org website curated by, among others, Jaap-Henk Hoepman,
co-author of [Ho14]. The website not only lists privacy design patterns proposed in the
literature but also assigns them to privacy design strategies as deĄned in [Ho14]. However,
while privacy patterns are available, it is hard for developers to select and implement Ątting
patterns as Şprivacy patterns are scattered, unrelated, inconsistent, and immatureŤ [Co18].
Further, it still needs to be evaluated whether and under which conditions and assumptions
ŞclassicŤ patterns are still viable in new domains such as autonomous systems or the IoT.

2.4 Technical and Organizational Measures

In the Ąnal step of the presented process, actual measures for implementing the selected
strategies and patterns need to be selected and implemented. The privacy engineering process
provided in Figure 1 culminates in the process steps ŞTechnical and organizational measuresŤ,
whereas the approach presented in [Ho14] puts Şprivacy-enhancing technologiesŤ. In the
reference process presented here, a broader perspective is chosen in order to emphasize
that technology in general and PETs in particular can not be implemented detachedly
from accompanying organizational measures. Moreover, the broader term is used to clearly
indicate the inclusion of not only PETs but also transparency-enhancing technologies (TETs)
[JWV13; Zi15] as measures for data protection and privacy preservation.

Challenges associated with this step are very similar to those faced in security engineering.
Choosing appropriate technology, methods and artifacts is one side of the challenge. The
other is the correct implementation of the selected solutions, e.g., selecting appropriate
parameters for encryption. Further challenges arise from the application of machine learning
and artiĄcial intelligence to personal data [Pa18].



126 C. Zimmermann

3 Potential for Automation

In the following, automation potentials in privacy engineering are illustrated. The investiga-
tion is structured along the steps of the reference process. In particular, I will analyze which
aspects of the individual process steps lend themselves to (semi-)automation and discuss
avenues for future research. The feasibility and desirability of automation are discussed
further in Section 4.

3.1 Privacy Principles and Protection Goals

In this process step, three coarse sub-steps can be delineated. (a) First, relevant legal
requirements and protection goals need to be identiĄed. This entails identiĄcation of relevant
legislation, DPA guidelines, the state of the art and user expectations. (b) Subsequently,
relevant parts of these sources need to be identiĄed based on the scope and context of the
planned processing. For example, which of the obligations stipulated in the GDPR will
apply depends on, i.a., whether data will be transferred to third countries, which types and
extent of personal data will be processed or whether the controller will act alone or as a joint
controller with others. (c) Finally, the identiĄed (legal) requirements need to be translated
into technical or organizational requirements speciĄc to the planned processing. Albeit
possibly hard to harness, there is potential for automation or semi-automation in all of these
process sub-step.

Sub-step (a) requires knowledge of the context of the planned processing, e.g., applicable
jurisdiction and applicable laws. Further, knowledge of relevant case law, legal decisions
and DPA opinions and guidelines might be necessary. In the context of international service
contracts, Waldburger et al. [Wa10] address the former and propose and implement a
modeling method and information model for automated determination of jurisdiction and
applicable law. While their approach is not directly transferable to the data protection
domain, it illustrates avenues for future research into automated identiĄcation of relevant
laws. At least semi-automation is conceivable in this sub-step, e.g., based on automated
selection of relevant documents based on some input such as a questionnaire.

Once the relevant sources have been identiĄed, the relevant parts, i.e., those including
applicable obligations or requirements, need to be identiĄed in sub-step (b). First examples
of semi-automation or decision-support tools for this sub-step have already been presented.
For example, Colesky et al. [Co19] present a tool to provide information on which recitals
and articles of the GDPR are to be considered based on a questionnaire. Work like this can
constitute the basis for further automation.

Automated elicitation of technical requirements from identiĄed legal text might be based
on work towards formal models of relevant requirement sources, e.g., [Ma08; Me05].
Models of the system as well as the scope and context of the planned processing would
also support automation of sub-step (c). Obviously, a chicken-and-egg problem arises here.
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Notwithstanding, initial models of the planned system or at least the scope and context
of the processing could be used. Several approaches for modeling security-relevant or
privacy-relevant system behavior and requirements have been presented [Ah17a; Ah17b;
MG07]. Kalloniatis et al. Şprovide a set of concepts for modeling privacy requirements in
the organisation domain and a systematic way-of-working for translating these requirements
into system modelsŤ [KKG08]. They formally deĄne process patterns for Ş(1) analysing
the impact of privacy requirement(s) on organisational goals, subgoals and processes
and (2) suggesting of appropriate system implementation technique(s) for realising these
requirementsŤ [KKG08]. Approaches like these might build the basis for automated
requirements analysis or translation and merit further research.

3.2 DPIA and Documentation

Performing a DPIA requires an understanding of the system and the scope and context of
the planned processing. It further requires analysis and assessment of the impact of the
processing on data subjectsŠ rights and freedoms. Consequently, DPIAs are time-consuming
and require expert input and, hence, seem desirable candidates for automation. Given their
conceptual relation to threat and risk analysis from the Ąeld of cyber security and the
progress in automation in that area (cf. Threat Dragon , MS Threat Modeling Tool ), there is
at least reason to hope, that DPIAs can at least be (semi-)automated, potentially based on the
methods described above. For example, the STRIDE-based LINDDUN [De11] framework
might be extendable into a foundation for semi-automated analysis. In fact, some work in
the direction of DPIA automation have already been conducted. For example, as already
described in [Zi19], the French DPA CNIL provides a tool for performing data protection
impact analysis and generating standardized documentation of the analysis results, which
comes in the form of an interactive questionnaire with knowledge base . Hence, the tool
supports and formalizes DPIAs, but does not provide full automation.

As already described above, potentials for further automation can be found in the for-
malization of privacy goals (e.g. [MV19]), system behavior and processing context and
model-based engineering (see e.g. [Ah17a; Ah17b; KKG08]). In case a DPIA has to be
updated during the development process and software code is available, code analysis as
applied in the area of cyber security [CM04] but focusing on the Ćow of personal data might
be another research avenue worth following (e.g. [ML00]).

A more detailed analysis of automation potential in privacy impact assessment processes is
presented in [Zi19], to which I refer the interested reader. A similar investigation in the area
of automation of security engineering is presented in [MF11].

https://owasp.org/www-project-threat-dragon/migrated_content
https://docs.microsoft.com/de-de/azure/security/develop/threat-modeling-tool
https://www.cnil.fr/en/open-source-pia-software-helps-carry-out-data-protection-impact-assesment
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3.3 Privacy Design Strategies and Patterns

As already mentioned in Section 2.3, architects and developers often face difficulties
selecting suitable privacy strategies and patterns. Clearly, this is an area where automation
or decision support tools might be beneĄcial. (Semi-)Formally described pattern systems
can support automated selection of patterns given a set of requirements. Work towards
pattern systems has been presented, e.g., [Co18]. In addition to supporting pattern selection
with automation, in some instances, it might also be feasible to (semi- )automate the actual
implementation of selected patterns [Bu03].

3.4 Technical and Organizational Measures

Technical and organizational measures need to be implemented in order to protect the
rights and freedoms of data subjects. While this does not seem as a typical candidate for
automation, there are several aspects that exhibit high potential for automation.

Changes to the system will often require the implementation of new measures. Nowadays,
many development and release processes take place in a CI/CD fashion. (Frequent) updates
to a system might lead to changes that impact usersŠ privacy, be it by design or as a side
effect. Consequently, measures might also have to be updated on system updates. Further,
some updates might need the implementation of new measures.

Automation potential lies in the automated detection of system changes that require adaption
of existing of implementation of new measures. Obviously, this is related to automated
continuous DPIA (see above). Further potential lies in the automated selection of measures
to be updated or newly applied, based on updated DPIA results. Examples exist in the cyber
security area where, e.g., automated code analysis is well established and a variety of tools
exist to automatically recommend measures to be taken to make code more secure.

Still, more research into data Ćow analysis (see, e.g., [ML00]) and automated pattern
selection (see 3.4) is necessary in order to investigate methods for supporting automated
selection and implementation of technical measures. However, the implementation of
organizational measures will usually not be open to automation.

4 Discussion & Limitations

The previous section brieĆy outlined automation potentials in privacy engineering and
suggested avenues for future research. However, only an overview has been presented and
many questions deserving further investigation have only been touched upon. For example,
the analysis presented in this paper focused primarily on the design phase and not on the
operation of systems processing personal information. In the operation phase, an interesting
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area for automation is related to data subjectsŠ rights, e.g., to access data or to erasure of data.
As there is only a rather short window of time for reacting to data subject requests (DSRs),
automation seems highly beneĄcial. Further, CI/CD and DevOps were discussed only
brieĆy. For privacy engineering to be truly integrated with modern software development
approaches, it needs to be integrated into CI/CD and DevOps methods and tools, especially
when controllers implement the systems for processing personal data themselves. Future
research into Privacy DevOps might be able to draw from the work in the area of SecDevOps
[MO16].

Controllers that develop own systems for processing personal data will most likely beneĄt
most directly from automation of privacy engineering, at least from an economic perspective.
Automating time consuming tasks requiring expert input can reduce cost and might be
able to supports consistency in the engineering process. Still, the actual economic impact
of automation in privacy engineering deserves a closer look, as well as the potential of
automation to actually support more consistent, compliant or, generally, privacy-preserving
results in privacy engineering.

Some of the process steps illustrated above are of less technical nature than others. In
particular, privacy and data protection impact assessment often require interpretation and
case-speciĄc balancing of technical, economic and legal aspects. Clearly, such a task
is a less suited candidate for full automation than more mechanical tasks not requiring
balancing decisions. However, besides feasibility, the desirability of automation in privacy
engineering also needs to be discussed. In particular, automation in privacy engineering
needs to be considered in the light of itŠs impact on the human rights aspects underlying
data protection regulation and the regulatorŠs intentions in stipulating DPIAs, balancing
tests and the implementation of measures for ensuring the rights and freedoms of data
subjects. As already hinted at in [Zi19], automated DPIAs (in contrast to manual privacy
impact assessments) might lead to negligence of relevant privacy aspects and a too narrow
focus on compliance [Wr12]. Automation of DPIAs using AI also entails the risk of bias
introduced by biased AI [YW18] and, more generally, the codiĄcation into technology of
Şone-size-Ąts-allŤ approaches in an area where case-speciĄc deliberation is required [PD16].
Still, automation also has the potential to provide for more secure software products, e.g.,
through automated security testing as described above. This in turn can prevent privacy
violations based on data leaks due to insecure systems. Further, automated DPIAs might
also be able to capture a broader spectrum of risks and threats due to a larger knowledge
base compared to individual privacy engineering teams.

5 Conclusion

This paper discussed the potential for automation in privacy engineering. To allow for a more
systematic investigation, it presented a privacy engineering reference process and discussed
the automation potential of the processŠs steps individually. Based on the discussion, avenues
for future research were illustrated .
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A Human Digital Twin as Building Block of Open Identity
Management for the Internet of Things

Jan Zibuschka1, Christopher Ruff2, Andrea Horch2, Heiko Roßnagel2

Abstract: In networked industry, digital twins aggregate product data along the entire life cycle,
from design and production to deployment. This enables interoperability between different data
sources and analysis functions and creates an integrated data environment. Human digital twins
have the potential to create a similarly interoperable and integrated data environment for more
user-centric use cases in the field of the Internet of Things. In this case, personal data is processed
and transmitted; therefore, the underlying infrastructure is then not product data management but
identity management. In this paper, we discuss general aspects of the human digital twin, its role in
open identity management systems, and illustrate its application in the field of home, building and
office automation. We identify advantages and limitations and suggest future research
opportunities.

Keywords: digital twin; internet of things; interoperability; data protection; identity management

1 Introduction

Devices that we use every day are increasingly networked in the so-called Internet of
Things (IoT). The communication between these devices poses both interoperability
challenges, i.e. whether different devices are capable of exchanging data, and privacy
challenges, such as how to control such data exchange [He16; ZHK19]. An identity
management infrastructure, a key architectural component in many IoT ecosystem
architectures [Ba19; ZHK19], can create an overarching, networked data space that
allows both comprehensive analysis of the data and fine-grained control of their
exchange.

There are corresponding developments in industrial IoT scenarios. Here, so-called digital
twins [AE17], integrated artifacts that aggregate master data pertaining to a device type,
observations of sensors at individual device instances, data processing functions, and
derived data resulting from processing along the entire life cycle of a product or
production machine. There are different approaches for specific implementation, but in
general digital twins are intelligent, virtual images of physical devices [AE17]. They
have the potential to enable new business models for companies in various verticals and
serve as standardized units for cross-organizational data exchange, both in the interaction
along the value chain and with regard to the resulting products [KHB18]. These changes
affect the entire product life cycle [Ta18]. Besides industrial applications, digital twins

1 Robert Bosch GmbH, Renningen, 70465 Stuttgart, Jan.Zibuschka@de.bosch.com
2 Fraunhofer IAO, Nobelstr. 12, 70569 Stuttgart, firstname.lastname@iao.fraunhofer.de
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have also found their way into building control systems, where they enable large-scale
orchestration of devices [Kh19].

Like the digital twin of a device, the human digital twin has its origin in production
technology [Ha20]. In addition to research in this field, where the focus is on capturing
the behavior of workers in production environments, there are also applications in
medical technology, where the patient’s condition is monitored, and and treatment, such
as dosage of medications, is controlled using a human digital twin [Ch19]. However, an
application of the concept to end users is not covered by existing work.

In the following, we first characterize general characteristics of the human digital twin in
a reference architecture, and then describe its application the consumer IoT fields of
smart home and building, and how it enables identity management and privacy
functions. We then discuss our findings.

2 Human Digital Twins

To characterize a human digital twin, we build on the more general C2PS3 reference
architecture for digital twins [AE17], removing components which are not applicable to
humans. We identify the following subsystems, illustrated in Figure 1:

Virtual sensors represent sensors that collect information about the user for storage
in the digital twin [AE17]. Unlike the digital twin of a device, sensors do not
necessarily have a direct, physical connection to the human. Instead, any sensors
that capture information concerning a subject can contribute data to the human
digital twin [Ha20].

Observations of these sensors are stored in the digital twin [AE17]. The
observations are usually available in a variety of formats and accuracies, and
express various contextual data related to the user [Ja17].

Functional units process the information available in the digital twin [AE17]. In
contrast to devices, where model-based approaches and physical simulation are
central [Ta18] the human digital twin focuses on the empirical, statistical
investigation of behavior [Ha20]. Simulations may be possible in cases such as
medical applications, based on biological rather than physical processes [Ch19].

Derived knowledge results from this processing, is also stored in the digital twin
and can in turn serve as input for subsequent processing steps. In particular, a
derivation of user objectives and preferences from observations is possible [Ha20].
Derived events, as specified in C2PS [AE17], form a subset of the broader
knowledge about users that a human digital twin can derive, which also includes

3 Short for “cloud-based cyber-physical systems” [AE17], referring to a digital twin architecture reference
model for such systems [AE17]
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e.g. location types [KBB18] and user preferences [Ro14].

Fig. 1: Human digital twin reference architecture (adapted from [AE17])

In contrast to the device centric C2PS [AE17], a human digital twin does not contain
virtual actuators or virtual power supply. The reasons for this are evident: The
information system can observe but not control the human being, and the human being
does not need to be powered by the electrical system.

Similarly, also in contrast to devices, direct communication between people on the
physical level is outside the boundaries of the technical system. Therefore, we assume
that the implementation of human digital twins leverages the transmission of
observations of user attributes and derived knowledge via virtual connections in the
sense of C2PS, which corresponds to federated identity management [Ro14].

3 Fields of Application

3.1 Smart Home

In Smart Home applications, a human digital twin helps to observe and simulate the
actions and behavior of residents, guests and other visitors like craftsmen, living or
working in the Smart Home environment for a finite timeframe. For this purpose,
various sensors, like cameras, motion or pressure sensors may capture relevant data of
the people in the home. Further sensors like thermostats, humidity or sound sensors, can
measure additional environmental data of the Smart Home. Sensors and electrical
switches on lights and the other Smart Home devices record the current state of the
devices as well as modifications made by the residents or visitors. The data of the people
in the Smart Home environment and the data of the environment itself is necessary in
order to gain knowledge about the preferences and behavior of the people in the
environment as well as to be able to derive further knowledge about the context of
specific situations. Additionally, residents can provide additional context information
like data from a personnel calendar or personal preferences like color preferences of the
lighting conditions.

Using the captured data in the digital twin, the Smart Home can derive context
information, i.e. whether a specific person entering the home is identified and
subsequently classified as a resident, guest or an unauthorized person. Additionally, it
can use the data to provide general and personalized services or to adjust parameters like
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room lighting, temperature of a room or the sound volume of devices within the
environment to the preferences of one person or even several people in a specific room.
Electrically adjustable furniture or appliances can also be adjusted to the required
settings or physical needs of an individual or a group of people.

The Smart Home system can use the data about the environment or individuals to learn
detecting special contexts or even (medical) emergencies in order to provide special
services or to call for assistance. Furthermore, the Smart Home could implement
preventive measures, e.g. recommending and supporting a diet for individual residents
when detecting weight problems and support individuals in forming healthier (sleeping)
habits by adjusting the living environment accordingly

To provide these services and adjust the environment to the needs and preferences of the
residents and visitors or to detect the context, the Smart Home system needs to collect a
variety of general and personal data from the people within the environment and the
environment itself. The collected data has a high risk of abuse if access is not carefully
managed and secured. Identification of individuals at the location or data related to
medical condition are prominent examples of this risk. Evidently, the personal data, but
also the environmental data is very sensitive and should be carefully managed and
safeguarded.

The Smart Home system also needs to implement a concept to manage the data transfer
between residents and visitors. Disclosure of private data has to be avoided. This also
includes actions allowing individuals in the environment to derive personal information
about other individuals in the environment, e.g. showing the weight in the smart mirror
in the bathroom to a visitor or displaying private appointments to other residents.

3.2 Smart Building

Similar to the application in a Smart Home environment, the concept of a digital twin
can be expanded on and subsequently applied to operate smart buildings. However, the
focus and central point of the data collection is the individual residing in the building. A
smart building constantly produces valuable data, which in combination with the data
captured in the human digital twin, can act as decision support for human or machine-
operated systems using rule engines or artificial intelligence. The derived knowledge can
then be used to adjust various parts of the building’s infrastructure automatically.
Several useful applications and benefits of the combination of human digital twins in
smart buildings are listed below:

Energy Efficiency

By locating and identifying residents inside the building and thereby identifying rooms
that are currently occupied and other facilities in use, the controlling system could
dynamically adjust the heating, ventilation or lightning conditions, so that energy
resources are efficiently used and managed according to the current requirements.
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Individual preferences as well as environmental context data could also be taken into
account, to adjust the building conditions to an optimal level.

Automation

The digital twin can enable highly individual but at the same time and transparent forms
of building automation by using real time and historic information about occupants as
well as the infrastructure and resources. Repetitive or context sensitive tasks like i.e.
turning on sprinklers or moving shades according to certain rules or lightning conditions
could be easily monitored and configured.

Access Control

Using and combining the captured and derived knowledge about building infrastructure,
occupants’ location information as well as their respective security clearance levels
stored in the digital twin, a control system could automatically grant or deny access to
certain resources, facilities, appliances or parts of the buildings in a secure, transparent
and convenient manner.

Predictive Maintenance

Similarly, to smart production environments, the context information about building
infrastructure and various appliances or machinery in combination with a human digital
twin can be used to quickly detect and subsequently repair malfunctions by informing
responsible personnel. Furthermore, by using historical data and machine learning, the
data can be used to predict were failures or malfunctions are most likely to happen in the
future.

3.3 Smart Office

Smart Office systems implement applications from Smart Buildings for energy
efficiency as well as security and cost improvements. Additionally, Smart Office
solutions contain similar applications like Smart Homes in order to create a pleasant,
healthy and motivating working environment. Using a human digital twin in this context
can benefit a Smart Office concept by providing additional historic and real time context
information to be used to create smart and adaptive office environments.

A Smart Building system, which integrates the Smart Office environment, enables
applications like the regulation of heating, lights or air conditioning depending on the
number of people in a room. Airing or heating of (meeting) rooms can be prepared in
advance, based on contextual data like calendar entries for a room in the booking system
of the Smart Office.

Waiting times for elevators can be optimized by analyzing the data of different sensors
and predicting the demands on the different floors of the building.
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Smart Office environments, which are usually integrated into Smart Buildings, also
provide access control systems to control and monitor the access to the building itself or
to single departments. Additionally, Smart Offices provide services like the optimization
of the utilization of technical infrastructure like servers and other (network) components.

Similar to Smart Home environments, Smart Offices provide applications and services to
improve the motivation, work satisfaction and overall well-being of employees and
preventing certain illnesses. Examples for such services are the personalization of room
settings, e.g. light color, music or room scent, based on the personal preferences of the
persons in a room. Functionalities like the automated adjustment of height settings of
furniture like tables or chairs depending on the height of the person, who is using it,
create an ergonomic office environment in order to avoid postural defects and
accompanying diseases.

In summary, the application and utilization of digital twins in smart environments such
as smart homes, smart buildings or smart offices offers various benefits and advantages
over previous systems. The usage of personal and context related data of individuals,
stored and processed in the digital twin can lead to better, more personalized, safer and
more efficient applications and use cases of smart environments powered by IoT
devices.

4 Identity Management and Data Protection Functions

As described in section 2, human digital twins clearly leverage virtual connections in the
sense of C2PS’s reference architecture. Thus, we assume identity information, such as
observations from sensors and other inputs as well as derived knowledge is transmitted
between the digital twins, and not between humans or devices on the physical layer.
Standard federated identity management protocols, such as OpenID Connect or SAML
are suitable for this [Ro14]. The information can be linked to an identifier of the specific
human digital twin to enable traceability. The human digital twin can also enable
pseudonymization, acting as a privacy-protecting identity intermediary [Ra07] in such a
case. This also enables mapping between distributed clusters of human digital twins with
different identifier regimes. Information can also be de-aggregated or even anonymized
by functional units within the human digital twin [Ra07].

In general, it is notable that human digital twins are especially suitable for enabling key
data protection goals via their functional components, leveraging the holistic perspective
on users’ personal information immanent in the paradigm. To illustrate this, consider the
implementation of the privacy dashboard pattern for information in a human digital twin
depicted in Figures 2 and 3.

Privacy dashboard are widely used for offering transparency, intervenability, and
accountability for users’ personal information in corporations’ systems [ZAM14], and
thus support the majority of privacy goals [HJR15]. As the digital twin gives access to
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both all observations and derived knowledge about a user, and functions to modify this
information, all that is needed is an interface connecting the dashboard frontend to the
human digital twin’s functional units and data stores. The functions in such a privacy
interface would include retrieving observations and/or derived information about a user
from a digital twin’s data stores. The interface also connects to the digital twin’s
functional modules for updating the information – or at least correcting it, if it is wrong,
and deleting personal information on request of the user – or at least blocking it in case
deletion is not feasible [ZHK19].

In scenarios where personal information is not linked to identifiers, human digital twins
can be equipped with functionality to identify users from observations about them, in
essence making the instance of human digital twin an observation is assigned to and
associated identifier derived knowledge in the sense of the reference architecture. For
example, a system can use biometrics based on camera information to identify a user,
and then direct observations from other sensors also capturing information about the user
to the appropriate human digital twin. This can enable more precise analytics, but can
also improve users’ privacy as it enables targeted transparency, enabling e.g. a
dashboard implementation that does not give all users access to all information
[ZAM14], which is a privacy issue in itself.

Fig. 2: Privacy dashboard for observations stored in a human digital twin
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Fig. 3: Privacy dashboard for derived knowledge stored in a human digital twin

Beyond that, digital twins have also been successfully used for anomaly detection
[GV17]. Human digital twins could likewise be used to spot unauthorized access to
information or physical assets, or to detect anomalous human behaviour indicative of
health issues, a common use case in ambient assisted living [Ja17].

5 Discussion

While a human digital twin for end users is a promising concept, some complexities are
foreseeable in practice, leaving room for further research. In consumer scenarios such as
home automation, a fragmentation of the digital twin by silos of different manufacturers
[Ja17] is to be expected. Unlike in industrial and building scenarios, there is no obvious
integrator role. This could coincide with the building management; it could be the end
user, a device manufacturer, or a dedicated integrator. This also causes challenges in
interoperability. The use cases implemented by intelligent home automation vary greatly
for different manufacturers [Ja17], which makes it difficult to define certain functional
components and data using the reference presented here, and calls into question whether
we can reach semantic interoperability before the features offered by such systems have
converged.

In many instances, a human digital twin in the field of intelligent household appliances
poses significant data protection challenges, as an integrated representation can involve
aggregating raw data from the most intimate spaces. As we described, they also enable a
high degree of data sovereignty. Collected information is bound to be critical personal
information, thus, data minimization and unlinkability, the protection goals not
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addressed by privacy dashboards, should be a target of system design. Depending on the
characteristics of the integrator and the implemented use cases, different approaches are
conceivable here. Therefore, solutions addressing the issue are out of the scope of this
reference architecture.

Summing up, digital twins are a proven concept in networked production systems, which
as we illustrated also holds a lot of promise for the field of intelligent home automation.
Human digital twins are a logical extension of the concept, and address core challenges
in the Internet of Things, enabling various use cases, interoperability, and key privacy
functions.

Bibliography

[AE17] Alam, K.M.; El Saddik, A.: C2PS: A Digital Twin Architecture Reference Model for
the Cloud-Based Cyber-Physical Systems. IEEE Access 5, pp. 2050– 2062, 2017.

[Ba19] Bauer, J.; Hoffmann, H.; Feld, T.; Runge, M.; Hinz, O.; Mayr, A.; Förster, K.; Teske,
F.; Schäfer, F.; Konrad, C.; Franke, J.: ForeSight - Platform Approach for Enabling
AI-based Services for Smart Living. In: How AI Impacts Urban Living and Public
Health. Bd. 11862, Springer International Publishing, Cham, pp. 204–211, 2019.

[Ch19] Chakshu, N.K.; Carson, J.; Sazonov, I.; Nithiarasu, P.: A semi-active human digital
twin model for detecting severity of carotid stenoses from head vibration—A coupled
computational mechanics and computer vision method. International Journal for
Numerical Methods in Biomedical Engineering 35/5, 2019.

[GV17] Grieves, M.; Vickers, J.: Digital Twin: Mitigating Unpredictable, Undesirable
Emergent Behavior in Complex Systems. In: Transdisciplinary Perspectives on
Complex Systems. Springer International Publishing, Cham, pp. 85–113, 2017.

[Ha20] Hafez, W.: Human Digital Twin: Enabling Human-Multi Smart Machines
Collaboration. In: Intelligent Systems and Applications. Bd. 1038, Springer
International Publishing, Cham, pp. 981–993, 2020.

[He16] Hernández-Serrano, J.; Muñoz, J.L.; Bröring, A.; Esparza, O.; Mikkelsen, L.;
Schwarzott, W.; León, O.; Zibuschka, J.: On the Road to Secure and Privacy-
preserving IoT Ecosystems. In: Interoperability and Open-Source Solutions for the
Internet of Things. Springer, Cham, pp. 107–122, 2016.

[HJR15] Hansen, M.; Jensen, M.; Rost, M.: Protection Goals for Privacy Engineering. In: 2015
IEEE Security and Privacy Workshops, San Jose, CA, pp. 159-166, 2015.

[Ja17] Jakobi, T.; Ogonowski, C.; Castelli, N.; Stevens, G.; Wulf, V.: The Catch(es) with
Smart Home: Experiences of a Living Lab Field Study. In: Proceedings of the 2017
CHI Conference on Human Factors in Computing Systems. ACM Press, pp. 1620–
1633, 2017.

[Kh19] Khajavi, S.H.; Motlagh, N.H.; Jaribion, A.; Werner, L.C.; Holmstrom, J.: Digital
Twin: Vision, Benefits, Boundaries, and Creation for Buildings. IEEE Access 7, pp.
147406–147419, 2019.



142 Jan Zibuschka, Christopher Ruff, Andrea Horch, Heiko Roßnagel

[KBB18] Karatzoglou, A.; Koehler, D.; Beigl, M.: Purpose-of-Visit-Driven Semantic Similarity
Analysis on Semantic Trajectories for Enhancing The Future Location Prediction. In:
2018 IEEE International Conference on Pervasive Computing and Communications
Workshops (PerCom Workshops), Athens, pp. 100-106, 2018.

[KHB18] Klostermeier, R.; Haag, S.; Benlian, A.: Digitale Zwillinge – Eine explorative
Fallstudie zur Untersuchung von Geschäftsmodellen. HMD Praxis der
Wirtschaftsinformatik 55/2, pp. 297–311, 2018.

[Ra07] Radmacher, M.; Zibuschka, J.; Scherner, T.; Fritsch, L.; Rannenberg, K.:
Privatsphärenfreundliche topozentrische Dienste unter Berücksichtigung rechtlicher,
technischer und wirtschaftlicher Restriktionen. In: Wirtschaftsinformatik (1), pp. 237-
254, 2007.

[Ro14] Roßnagel, H.; Zibuschka, J.; Hinz, O.; Muntermann, J.: Users’ willingness to pay for
web identity management systems. European Journal of Information Systems 23/1, pp.
36–50, Jan. 2014.

[Ta18] Tao, F.; Cheng, J.; Qi, Q.; Zhang, M.; Zhang, H.; Sui, F.: Digital twin-driven product
design, manufacturing and service with big data. The International Journal of
Advanced Manufacturing Technology 94/9-12, pp. 3563–3576, Feb. 2018.

[ZHK19] Zibuschka, J.; Horsch, M.; Kubach, M.: The ENTOURAGE Privacy and Security
Reference Architecture for Internet of Things Ecosystems. In: Open Identity Summit
2019. Gesellschaft für Informatik, Bonn, pp. 119–130, 2019.

[ZAM14] Zimmermann, C.; Accorsi R.; Müller, G.: Privacy Dashboards: Reconciling Data-
Driven Business Models and Privacy. In: 2014 Ninth International Conference on
Availability, Reliability and Security, Fribourg, pp. 152-157, 2014.



cba

H. RoSSnagel, C.H. Schunck, S. Mödersheim, D. Hühnlein (Hrsg.): Open Identity Summit 2020,
Lecture Notes in Informatics (LNI), Gesellschaft für Informatik, Bonn 2020 143

IoT Device ProĄling: From MUD Files to S×C Contracts

Guðni Matthíasson 1, Alberto Giaretta 2, Nicola Dragoni 3

Abstract: Security is a serious, and often neglected, issue in the Internet of Things (IoT). In order to
improve IoT security, researchers proposed to use Security-by-Contract (S×C), a paradigm originally
designed for mobile application platforms. However, S×C assumes that manufacturers equip their
devices with security contracts, which makes hard to integrate legacy devices with S×C. In this paper,
we explore a method to extract S×C contracts from legacy devicesŠ Manufacturer Usage Descriptions
(MUDs). We tested our solution on 28 different MUD Ąles, and we show that it is possible to create
basic S×C contracts, paving the way to complete extraction tools.

Keywords: Internet of Things; S×C; Security-by-Contract; MUD; Manufacturer Usage Description;
Device proĄling

1 Introduction

The Internet of Things (IoT) is becoming more and more pervasive in our society. With the
increasing number of connected devices come additional security risks. IoT devices are
usually simple and resource constrained, which also means that they tend to have a limited
capacity for security routines. Moreover, in order to gain market shares, manufacturers
tend to prioritise easily perceivable features over security [DGM18]. As a result, hackers
have been targeting IoT devices for various purposes: distributed denial-of-service (DDoS)
attacks [Go], cryptocurrency mining [An], espionage, and many others [Hi]. These types of
attacks are expected to become more common as the IoT expands.

Security-by-Contract (S×C) is a promising paradigm for mitigating some IoT security
issues. Originally proposed for mobile applications [Dr07], S×C envisions devices that carry
security contracts, easy to validate and verify against network security policies [GDM19b].
The S×C framework utilises the fog computing paradigm, which extends the concept of
cloud computing by adding a middle layer between the end devices and the cloud. Practically,
this middle layer consists of fog nodes, machines dedicated to data aggregation and data
processing. Fog nodes are distributed and localised, allowing lower latency for time-sensitive
tasks with respect to the cloud. They also provide a more local and controlled storage
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location for sensitive data. In the fog computing paradigm, the cloud can still be used for
less time-sensitive and security-sensitive operations. These features make fog computing
especially useful for IoT networks where latency and data security are important. They also
make fog nodes ideal for security-critical roles within a network.

When a new device Ąrst connects, it provides a fog node with a contract formally describing
its intended behaviour on the network, denoted as a list of security rules. An example of
such a rule for a Philips Hue White smart lighting system can be seen in Tab. 1. This rule
allows other Philips devices to access its On, Bri and Hue services, and requires access to
the HueMotion Presence service over the local area network (LAN).

Rule RB1

D Philips.HueWhite
DOM LAN

Shares Philips.*
Provides On, Bri, Hue
Requires Philips.HueMotion.Presence

Tab. 1: A security rule for the Philips Hue White smart lighting system [GDM19a]

Similarly, a security policy is a set of rules which describes the behaviours allowed within
the network. In S×C, fog nodes act as security gateways on the local network. They are
responsible for verifying and validating contracts, as well as for maintaining and enforcing
the security policy. Upon receiving a device contract, the fog node validates it against the
existing security policy. The validation phase checks the contract for inconsistencies and
tests if the rules violate the existing security policy; if the contract is valid, the fog node adds
the rules to the policy. This helps to ensure an up-to-date, speciĄc, and internally consistent
security policy, providing a good basis for identifying abnormal behaviour on the network.

Contribution of the Paper In an ideal world, manufacturers would produce contracts
and store them in their devices, and this is not a realistic short-term goal. We have to
face thousands of devices on the market which cannot naturally comply with S×C. But a
growing number of these devices are compliant with the Manufacturer Usage Description
(MUD) speciĄcation [LDR19], an Internet Engineering Task Force (IETF) standard which
allows devices to signal to the network their requirements in order to work properly. As
shown in Fig. 1, we propose a method for integrating MUD-compliant devices with an S×C
framework. Our approach is based on extracting S×C contracts from MUD deĄnitions, by
means of access control list (ACL) analysis, Dynamic Host ConĄguration Protocol (DHCP)
Ąngerprints and queries to the Fingerbank application programming interface (API).

For S×C to achieve widespread use, we need a way for analysing a device behaviour, before
we can generate a suitable contract and grant network access. The S×C framework shows
great promise in terms of sustainable security on a local network, but in its current state it
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Fig. 1: MUD-compliant devices are growing in number. How can we integrate such devices with an
S×C framework? We need a method for extracting S×C contracts from MUD deĄnitions.

requires drastic additions to the development and manufacturing processes of IoT devices.
Through an experiment performed on 28 different MUD Ąles, we show that it is possible
to extract basic S×C contracts from MUD ACL speciĄcations. Even though the resulting
contracts are partial, our work paves a promising way for proĄling MUD devices and
extracting complete S×C contracts.

Paper Outline The paper is organised as follows. In Sect. 2 we give an overview of related
work. In Sect. 3 we present our proposal for extracting S×C contracts from MUD Ąles,
and in Sect. 4 we evaluate our results. Limitations and next steps to achieve complete S×C
contracts are discussed in Sect. 5. Last, in Sect. 6 we draw our conclusions.

2 Related Work

MUD is a standard meant to allow devices to describe their requirements in order to function
properly. A MUD Ąle describes the types of communication a device establishes under
normal operating conditions. Namely, it provides access control lists for both inbound and
outbound communication, grouped by protocols. According to the standard, a MUD Ąle is
hosted on servers run by the device manufacturer, and the device stores a link to its MUD
Ąle as a DHCP option [LDR19].

MUD strives to achieve similar goals as S×C, but it does not go as far in describing
device-based communication patterns. It also differs from S×C in that the MUD Ąle is not
provided directly by the device, but rather by an online server. Thus, an internet connection
is required for MUD to function. The research community anticipated issues similar to
those described in Sect. 1 and Hamza et al. [Ha18] came up with a way of generating MUD
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Ąles for devices from behavioural analysis. In their work, they collected packets for 28 IoT
devices over 6 months and produced the related proof-of-concept MUD Ąles [Ha].

DHCP is a protocol for dynamically assigning IP addresses to network devices. The protocol
speciĄes several parameters for the initial DHCP DISCOVER packet including option 55,
the Parameter Request List, which allows a device to request conĄguration information
from the DHCP server [Al].The speciĄc information Ąelds requested, and the order in
which they are listed, are usually manufacturer- and often device-speciĄc. To the degree
that it is commonly referred to as a DHCP Ąngerprint. Fingerbank is an online database
that collects DHCP Ąngerprints and pairs them with device proĄles which contain useful
information, such as the device name and manufacturer. It offers an API that allows a user
to query the database with DHCP DISCOVER packet data and replies with the relevant
device information [Fi].

Thomsen [Th19] proposed a method of determining the device type (lamp, speaker, etc.)
using a Random Forest Machine-Learning algorithm. His research included extracting
information from MUD Ąles for the purpose of this classiĄcation. ThomsenŠs approach to
MUD-based device type classiĄcation revolved around the MUD Ąle systeminfo Ąeld. This
identiĄer was used as a query string for an online search. The results of the search were
scraped for text, which was then fed to the classiĄcation algorithm. The systeminfo Ąeld is
the only information from the MUD Ąles utilised in the classiĄcation process. This paper
investigates what other relevant information can be extracted from the MUD Ąles and to
what degree contracts can be generated based on that information.

Several papers have been published on the topic of proĄling IoT device behaviour on
a network outside the context of S×C. Notable examples include IoT SENTINEL by
Miettinen et al. [Mi17], IoTSense by Bezawada et al. [Be18] and AuDI (Autonomous
IoT Device-Type-IdentiĄcation) by Marchal et al. [Sa19]. All of these solutions include
allowing a new device to connect and passively observing its behaviour after the fact. This
approach may be required to assemble a complete proĄle for an unknown device but it does
represent a compromise in the pursuit of preemptive proĄling. The insights provided by
the aforementioned research are not discussed in individual detail in this paper, but instead
recommended as potentially useful methods for further progress along this line of research.

3 From MUD Files to S×C Contracts

As aforementioned, in this paper we decided to focus on MUD Ąles. The choice was driven
by three main reasons:

1. MUD is designed for different environments, from home networks to larger ones. It
is reasonable to assume that MUD will become widely adopted in the future.

2. Hamza et al.[Ha18] showed a reliable method for generating MUD proĄles for
non-MUD devices.
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3. Even though MUD does not provide enough information to build a full security
contract, it gives helpful information about the devicesŠ expected communications.

For the purposes of this research, the main point of interest in MUD Ąles are their ACL
speciĄcations. ACLs provide information on communication patterns, including domain
names (in the case of Internet communication), as well as ports and protocols involved.
The Ąrst question is: are MUD ACLs enough to create an S×C contract? The information
required for building complete S×C contracts is:

1. Device name and manufacturer

2. Domain of communication (LAN/internet)

3. List of devices which the device can communicate with

4. List of services provided and required

5. ACL in terms of identiĄed devices and services

Manufacturer and device names are not stored in the MUD Ąle but they can be retrieved by
feeding DHCP Ąngerprints to the Fingerbank API. Also, MUD ACLs provide a list of source
and destination ports used for LAN and internet communications. However, with MUD
devices we miss the services required and provided, as well as a list of other devices which
the device can communicate with. MUD is not sufficient to construct complete security
contracts for S×C, but it provides useful information. The goal of our work is to see how
much useful data we can extract from the 28 MUD ACLs provided by Hamza et al. [Ha18].

3.1 Implementation

The Ąrst step was to create a fork of ThomsenŠs codebase [Th19]. Additional code was then
written to break up and extract information from the MUD ACLs [Ma].We determined
that the following information could be reliably extracted: ports used for communication,
grouped by LAN/internet and local/remote, and domains communicating with the device
over the internet, grouped by inbound/outbound.

The proĄling solution, depicted in Fig. 2, consists of the following steps:

1. Receive DHCP DISCOVER request containing MUD URL
2. Extract DHCP Ąngerprint, user-agent string, media access control (MAC)

address and MUD URL This info is included in the DHCP DISCOVER packet.

3. Query the Fingerbank API for manufacturer and device names using the
extracted client information The API accepts a DHCP Ąngerprint, user-agent string
and MAC address.
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Fig. 2: This workĆow shows our proposed approach for extracting S×C contracts from MUD ACLs.

4. Retrieve MUD Ąle from extracted URL and extract the ACLs We made some base
assumptions about the ACL data: 1) each local port represents a provided service and
2) each remote port represents a required service.

5. Generate an ACL proĄle object using manufacturer name, device name, and
ACLs We deĄned a data model class, the ACL proĄle, to encapsulate relevant ACL
information, along with functionality to instantiate such objects from raw ACL data.
The protocols used are also available for extraction, but it is unclear how they would
help in constructing contracts for S×C, so they were not included in this model.

6. Generate a contract object using the ACL proĄle object We deĄned a second data
model class, the contract, to represent a security contract, complete with functionality
to instantiate contracts from ACL proĄle objects.

4 Evaluation

For the purpose of testing this functionality, we decided to use unique identiĄers, acquired
by manually looking up each device, for Fingerbank API lookups. This was necessary due
to the lack of physical devices to test and scarcity of raw DHCP Ąngerprint examples readily
available online. Because of this, we were unable to determine the reliability of identifying
device and manufacturer names with DHCP Ąngerprint lookups. We wrote a script to run
the modiĄed MUD proĄling solution on each of the 28 MUD Ąles provided.
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Device type: Camera

Classification score: 0.17817759870529015

Name: Belkin.NetCam

Mud file ACLs:

Security contract Belkin.NetCam:

Rule Belkin.NetCam.all:

Device: Belkin.NetCam

Domain: *

Shares: *

Provides: {'5104'}

Requires: {'5104'}

Rule Belkin.NetCam.lan:

Device: Belkin.NetCam

Domain: LAN

Shares: *

Provides: {'67', '3478', '53'}

Requires: {'67', '3478', '1900', '53'}

Rule Belkin.NetCam.net:

Device: Belkin.NetCam

Domain: Internet

Shares: *

Provides: ['443', '8443', '8899', '123', '3475']

Requires: ['443', '8443', '8899', '123', '3475']

Contact domains:

nat.xbcs.net

api.xbcs.net

[..]

Fig. 3: Test output for a Belkin Camera device

Fig. 3 shows a test output example for a Belkin camera device. The generated partial contract
represents the following communication proĄle:

• The camera communicates on port 5104 over both LAN and the internet.

• The camera communicates on ports 53, 67 and 3478, and transmits to remote port
1900 over LAN.

• The camera communicates on ports 8899, 123, 3475, 8443 and 443 over the internet.

The raw test output can be found on the GitHub repository [Ma].As stated in Sect. 3, the
basic ACL data also contains information on the domains contacted over the internet, as
well as the protocols used. We excluded the protocols from the basic contract model for
simplicity. Sect. A presents the results in a condensed format where the domain names
identiĄed are omitted. Instead, the number of domain names extracted from the MUD ACLs
is speciĄed along with the list of identiĄed ports used by each device for inbound and
outbound communication, on the local network and the internet.
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This data may be used to deĄne enforceable security policies on a network, by putting
restrictions on which external domains can contact a device, using which ports and protocols,
and which ports can be used for local network communication. However, this is not enough
for describing devicesŠ behaviour to the degree required by S×C contracts.

5 Future Work

The contracts we produced with our method can be used to achieve a basic behavioural
whitelist. But they do not encompass the entire behavioural proĄle of a device. There is
a question left: how can we improve our output S×C contracts? Based on our results, we
suggest two potential approaches:

1. DeĄne a general contract for each device type, select for every new device the
appropriate contract based on the type classiĄcation, and use MUD ACL data to
narrow it down.

2. Add an intermediate, tentative state to the S×C process. A new device is granted
access to the network, limited by the MUD ACL, while additional proĄling takes
place and a valid contract is generated.

The Ąrst option would deĄne which external domains the device could communicate under
standard conditions. This could provide the S×C fog node with a baseline for identifying
abnormal communications, but it would not be perfect. For example, this approach might
produce contracts too general, granting unnecessary permissions. The second option would
produce better contracts, as the data described in Sect. 4 would be enhanced with observed
network data, allowing device-speciĄc and service-speciĄc permissions. But it would also
require the S×C fog node to actively monitor new devices communications while they are
in this tentative access state, increasing the computational burden.

Both options could also be combined, whereby a temporary contract could be created
by augmenting an existing general type-speciĄc contract for the analysis period. During
this period, a more speciĄc contract could be generated based on a more thorough and
sophisticated behaviour analysis. Methods for such analysis are rapidly emerging, as
mentioned with some notable examples in Sect. 2.

6 Conclusion

The market demand for IoT devices has considerably outpaced the development of secure
IoT solutions. Security-by-Contract (S×C) attempts to improve the IoT shortcomings, with
respect to security conĄgurability and lacking behavioural descriptions. At the time of
writing, one issue S×C has to face is its compatibility with existing technology. In this paper,
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we presented Manufacturer Usage Description (MUD), an IETF standard which describes
basic requirements for compliant IoT devices. Within MUD Ąles, we identiĄed information
for extracting S×C contracts, and integrating MUD-compliant devices in S×C frameworks.

Then, we proposed a method to extract such information and, in order to verify our hypothesis,
we applied this method to 28 different MUD Ąles. Our experiment shows that it is possible,
indeed, to extract some useful information for basic S×C contracts. However, we show
that our method outputs only partial S×C contracts. We have also identiĄed two potential
methods for extracting valid and useful S×C contracts for previously unknown devices.
Both include the approximation of a valid contract from ACLs, device type, and further
behaviour analysis.

With the increase in resource-constrained IoT devices on the market, we are facing an
increase in attack surface. This presents a huge challenge for cybersecurity, but the growing
research on IoT security is promising for the future of the Internet.

Appendix A Test results

MUD File S×C Device LAN Internet # Dom.
amazonEcho Amazon.Echo 5353 O

1900 O
67 I/O
53 I/O

33434 I/O
443 I/O
123 I/O
89 I/O

20

augustdoorbellcam August.DoorBellCamera 67 I/O
53 I/O
547 I/O

443 I/O 19

awairAirQuality Awair.R2 67 I/O
53 I/O

8883 I/O
443 I/O

3

belkincamera Belkin.NetCam 5104 I/O
3478 I/O
1900 O
67 I/O
53 I/O

8899 I/O
8443 I/O
5104 I/O
3475 I/O
443 I/O
123 I/O

8

blipcareBPmeter BLIP.Systems 67 I/O
53 I/O

8777 I/O 1

canaryCamera Canary.All-in-One 67 I/O
53 I/O

443 I/O
80 I/O

8

chromecastUltra Google.ChromecastUltra 5353 O
1900 O
67 I/O
53 I/O

5228 I/O
443 I/O
123 I/O
80 I/O

37

dropcam Nest.Camera 67 I/O
53 I/O

443 I/O
123 I/O

4

hellobarbie Nabi.BarbieTablet 67 I/O
53 I/O

443 I/O 3
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MUD File S×C Device LAN Internet # Dom.
hpprinter HP.Printer 5355 O

5353 O
547 I/O
137 O
67 I/O
53 I/O

5223 I/O
5222 I/O
443 I/O
80 I/O

3

HueBulb Philips.PhilipsHueSmartlighting 5353 O
1900 O
67 I/O
53 I/O

443 I/O
123 I/O
80 I/O

12

ihomepowerplug iHome.SmartPlug 5353 O
67 I/O
53 I/O

443 I/O
80 I/O

2

lifxbulb LIFX.lighting 56700 O
67 I/O
53 I/O

56700 I/O
123 I/O

2

nestsmokesensor Nest.Smoke+COAlarm 67 I/O
53 I/O

11095 I/O 46

NetatmoCamera Netatmo.Camera 67 I/O
53 I/O

4500 I/O
500 I/O
443 I/O
123 I/O
80 I/O

12

NetatmoWeatherStation Netatmo.PersonalWeatherStations 67 I/O
53 I/O

25050 I/O 1

pixstarphotoframe Pix-Star.WiFiFrame 138 O
137 O
67 I/O
53 I/O

443 I/O
80 I/O

2

ringdoorbell Ring.Doorbell 67 I/O
53 I/O

9998 I/O
443 I/O
123 I/O
80 I/O

4

samsungsmartcam Samsung.IPCamera 5353 O
1900 O
67 I/O
53 I/O

5222 I/O
443 I/O
123 I/O

5

SmartThings Samsung.SmartThings 1900 O
67 I/O
53 I/O

443 I/O
123 I/O

3

tplinkcamera TP-Link.IPCamera 5353 O
67 I/O
53 I/O

3478 I/O
443 I/O
123 I/O
80 I/O

6

tplinkplug TP-Link.HS100 67 I/O
53 I/O

50443 I/O
123 I/O

11
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MUD File S×C Device LAN Internet # Dom.
tribyspeaker Invoxia.SmartPortableSpeaker 5353 O

67 I/O
53 I/O

10003 O
10002 I/O
8090 I/O
5228 I/O
443 I/O
123 I/O
80 I/O

14

wemomotion Belkin.WeMo 1900 O
123 I/O
67 I/O
53 I/O

8899 I/O
8443 I/O
3478 I/O

3

wemoswitch Belkin.SmartHome 1900 O
3478 I/O
123 I/O
67 I/O
53 I/O

8443 I/O
3475 I/O

2

withingsbabymonitor Withings.SBM 5353 O
67 I/O
53 I/O

1935 I/O
80 I/O

7

withingscardio Nokia.-WithingsIoT 67 I/O
53 I/O

443 I/O 1

withingssleepsensor Withings.AURA 5353 O
67 I/O
53 I/O

443 I/O
80 I/O

1
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Consumer Privacy Concerns and Preferences for
Certification and Accreditation of Intelligent Assistants in
the Internet of Things.

K. Valerie Carl1 and A. Cristina Mihale-Wilson2

Abstract: Interoperable Intelligent Assistant Systems (IAS) could help realize the advantages of
the Internet of Things (IoT). Yet, due to their insufficient skill set and persistent privacy concerns
on the consumers' side, such IAS experience only limited popularity. While enabling IAS to
communicate and exchange data with each other could help such systems improve performance,
certifications and accreditations can help build user's trust by addressing some of the consumers'
privacy concerns. To better understand the incentives necessary to instigate the mass adoption of
interoperable IAS, this paper presents a study exploring consumer privacy concerns and
preferences for privacy certifications. The ultimate purpose of this paper is to provide certification
recommendations for intelligent IoT networks in general and IAS in particular.

Keywords: Internet of Things, Intelligent Assistant Systems, certification and accreditation,
privacy concerns

1 Introduction

The Internet of Things (IoT) paradigm envisions that objects, devices, machines,
buildings, and several other items are equipped with microprocessors, sensors, tags,
actuators, and software. Although invisible to individuals, the computational capabilities
of things, along with their connectivity to the Internet, enable each of them to continually
gather and send vast amounts of information [LL15]. Although this is useful for the
optimized operation of some devices, the real value of IoT can be reached only if all
devices and data are connected into an Internet of Everything (IoE) [LL15] that is then
orchestrated by Intelligent Assistants Systems (IAS). However, currently, the realization
of the IoE still hinges on technical and non-technical challenges [WF15] of seamless
interoperability. Privacy-related aspects and potential users’ privacy concerns are
amongst such challenges. And although privacy consists of both technical and non-
technical aspects, the focus of this study lies on privacy in the non-technical context.

Due to the central role of privacy concerns in the consumer adoption of IoT enabled
products, this study explores consumers' attitudes and preferences for certifications and
accreditations that might help gain user's trust by addressing some of the consumers'

1 TU Darmstadt, Fachbereich Rechts- und Wirtschaftswissenschaften, Hochschulstraße 1, Darmstadt, 64289,
valerie.carl@web.de

2 Goethe University Frankfurt, Professur für Wirtschaftsinformatik und Informationsmanagement, Theodor-
W.-Adorno-Platz 4, Frankfurt am Main, 60323, mihale-wilson@wiwi.uni-frankfurt.de
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privacy concerns. In doing so, we wish to gain insights and provide certification
recommendations for intelligent IoT networks in general, and interoperable IAS in
particular.

2 Theoretical Background and Related Work

Studying consumers' attitudes and behavior has a long history in academia [Oi13],
[Ve03], such that, to date, there are numerous theories dedicated to understanding the
essential antecedents of consumers’ technology adoption behavior. Despite the different
settings and technologies prior research has considered, consumers' privacy concerns and
trust have repeatedly loomed to be at the center of the debate concerning technologies
adoption [APA18], [CCT13], [GKS03]. Similarly, prior research has shown that
consumers’ privacy concerns are closely related to consumers’ trust and thus to their
propensity to adopt or reject Internet or e-commerce technology [Lu02]. In general,
consumers' privacy concerns refer, amongst others, to improper access, improper
collection, inadequate monitoring, improper analysis, improper transfer. For more
dimensions of privacy concerns, see also Hong and Thong [HT13].

The previously mentioned infringements are not exhaustive but rather exemplary for the
violations users can face when using technology and especially IAS. More specifically,
since IAS' support performance (skill set, support quality) hinges on the amount of
(personal) data it can gather and process, we argue that users' privacy concerns might be
especially salient when using such intelligent assistants. On the one hand, to orchestrate
and combine the amenities of a variety of IoT devices, services, and other intelligent
agents to personalized and meaningful support for their users, IAS must gather and
combine a variety of personal data and context-relevant information. Yet, on the other
hand, the collection, processing, and storage of such data by a central entity such as an
IAS raise several severe data privacy and security related concerns.

Given consumers' well-documented concerns towards the unauthorized and or opaque
collection and processing of their data [Lu02], [MZH17], scholars proposed various
mechanisms to support the trust-building process and thus enhance the chances of
adoption. In this context, scholars reported that technology and service providers could
foster consumers' trust with institution-based mechanisms (e.g., digital certifications,
accreditations [Lu02]), process-based mechanisms (e.g., repeated purchases [Lu02] and
return policy [CCT13]), or characteristic-based mechanisms (e.g., consumer age, sex,
socio-demographic background [CCT13]).

Notably, not all trust-building mechanisms address consumers' privacy concerns equally
effectively. In this regard, institution-based mechanisms are the most effective way to
address consumers' privacy concerns [Lu02]. With its formal and marketable structure,
institution-based trust mechanisms address privacy concerns through third-party
guarantors pledging integrity and fairness [Lu02]. Since users can usually not see,
understand or evaluate whether IAS or other services they use are handling their data
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appropriately and as agreed, trust can theoretically be established by acquiring
membership in an association, professional credentials, third-party certifications or
through intermediary mechanisms, such as insurance, escrows, legal regulations
[CCT13].

In theory, third-party certifications are expected to address some of the consumers'
privacy concerns and thus instill their trust by testifying compliance with a variety of
best practices or rules. In practice, however, both providers and consumers are facing a
plethora of certification and accreditation programs and seals issued by industrial,
national, international, private, or governmental institutions. These accreditations
suggest compliance with underlying data protection principles. As such third-party
certifications and seals vary significantly in terms of duration, quality requirements, and
certification subject, consumers are increasingly unable to evaluate the value of such
institution-based trust mechanisms. Therefore, understanding consumers' view on
certifications as a trust-building mechanism becomes increasingly essential.

3 Study Design and Participants

To investigate consumers' privacy concerns and preferences for certifications of IAS in
IoT, we designed a survey based on an exemplary case study that visualizes the
amenities of IAS in a networked IoT environment spawning the areas of smart public
transportation, smart home, and connected car. All IoT areas were orchestrated by an
IAS, which was in constant data exchange with IoT devices and other services to assist
their user in a personalized way.

After introducing all participants to the IAS and IoT concept via the use case mentioned
above, the participants were asked to answer a set of questions that documented their
general attitude towards the IAS, their privacy concerns and preferences for trust-
building mechanisms such as third-party certification, reputation, and return policy
[CCT13], [MCK02]. Further, participants were shown a set of randomly selected EU and
German seals (see Tab. 1) and were asked to indicate which of the presented seals they
knew, whether they knew what the seals were certifying in detail, and whether they tend
to trust or distrust such certifications. Ultimately, the participants were also asked to
answer a set of questions that documented their demographic and socioeconomic status.

The online survey was implemented with Dynamic Intelligent Survey Engine (DISE)
[SS12]. A marketing research entity that was hired to provide a sample representative of
the population of Germany administered the survey to 400 individuals, from which 229
answered the questionnaire thoroughly. The final participant sample (N=229) closely
mimics the German population.
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Seal Brief description
Private company certifying online shops, performing cybersecurity
assessments, and many other data security and privacy assessments.
Private company certifying conformity assessments in the field of data
protection and information security. The focus lies on IT systems, products,
procedures, and processes.
Registered association. Companies can use the seal if the affiliation is
established by acquiring membership in the association.
Registered association focused on small and medium-sized IT providers in
Germany. Again, affiliation necessary in order to use the seal.
Registered association. Companies can use the seal if they are members of the
association, and the data of their products and services are hosted in
Germany, and the hosting contract is governed exclusively by German law.

Public organization. Certification based on the ISO standard 27001, which
focuses on information security management systems.

Private company. Attests a product's compliance with a list of ePrivacyseal
criteria that are supposed to reflect the requirements imposed by the EU
General Data Protection Regulation (GDPR). However, the seal is not an
accredited procedure within the meaning of article 42, 43 GDPR.

Tab. 1: Overview third-party certifications shown in the study

4 Users’ Preferences for Certification and Accreditation

The results underscore existing theories postulating that privacy concerns are crucial for
consumers’ decision to adopt or reject new products and services. Further, it
corroborates almost half (i.e., 51.5%) of the participants are still unsure if they would
like to adopt such an IAS and IoT networked environment. 63% of the participants feel
uncomfortable if the IAS would know their personal preferences. 79% of the participants
are afraid that their personal information could be misused. Lastly, 42% of participants
are fearful that IAS and IoT networks, could bring them into uncontrollable and
dangerous situations. These findings reflect consumers' current state of distrust in IAS,
IoT networks, and perhaps, by extension, in their providers.

Furthermore, the analysis results show that from the prompted certifications, the
majority of participants know the established third-party seals issued by the TUEV
(76%), 32% know the ISO certification seal, 22% are familiar with the BSI certification
logo, and 17% know the "software made in Germany" logo. The remaining certifications
are widely unknown, with less than 10% of the participants knowing one of them.
Additionally, when asked about their detailed knowledge of the certifications with which
they are familiar, participants admit that they do not know exactly which certifications
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testify what, en detail. Even so, despite participants' lack of detailed knowledge on the
individual certifications, 35% of the individuals in our survey would tend to trust
certificates and hence certified products and providers. Thereby, it does not seem to
matter whether certificates are issued by a non-profit association, a federal organization,
or a private profit-driven third-party. What matters more is the sheer existence of a
certification or accreditation of products, while the certification entity and the
accreditation process itself only seems secondary, if at all important.

Group comparisons between participants who reported to be willing to adopt an IAS like
the one presented in the study, with the groups of participants who were undecided, or
would not adopt the IAS show that adopters and non-adopters differ from each other
mainly in their willingness to trust certifications they do not know. In this regard, our
analyses show that adopters are, on average, more willing to trust unknown certifications
than non-adopters are eager to. What is also surprising is that the origin of the IAS and
IoT technology provider, or the location where the data of the IAS is hosted does not
seem to matter. On the contrary, our data shows that participants would value the price-
performance ratio of technological products more than product origin.


5 Discussion

The primary purpose of this paper was to provide certification recommendations for
smart IoT networks in general and IAS in particular. Based on our participant sample,
our study corroborates that technology adopters and non-adopters distinguish themselves
significantly in terms of privacy concerns. In this regard, our study showed that adopters
display lower levels of privacy concerns, while non-adopters are much more skeptical
against IAS and networked IoT environments. Additionally, our results also suggest that
trust-building mechanisms might be a powerful tool to address consumers’ privacy
concerns and thus foster technology adoption. More particularly, our data set shows that
consumers have a high propensity and willingness to trust certifications, regardless of
the issuer, the type of certifying entity, or the certification process. What seems to matter
more is the sheer existence of a certification or accreditation. Against this background, it
is advisable that companies developing and launching new intelligent systems and IoT
environments try to leverage trust-building mechanisms, and in particular institution-
based mechanisms in the form of third-party certifications to their advantage. Besides,
with consumers having a high tendency to trust seals they do not know, companies and
business networks might even want to think about founding their own certification
association and issue their own certification seals.

Despite our efforts to ensure the validity and robustness of the presented results, the
study has been conducted only with German participants. This might be an issue given
the Germans' increased awareness regarding data security, data safety, and informational
empowerment. Furthermore, the study presents only a snapshot in time and only for the
given, fictional use case. Additionally, since the participants' attitudes and beliefs
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captured in this study might depend on the use case shown, and thus might vary in
another smart assistance scenario, future work should focus on other suitable use cases
than the one presented in this study. Ultimately, because the IAS and IoT paradigm is yet
to be materialized in the future while consumers' attitudes are changing over time, the
research question addressed in this study should be repeated at a later stage in the
development of such artifacts.
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Privacy by Design Architecture Composed of Identity
Agents Decentralizing Control over Digital Identity

Kalman C. Toth1 and Ann Cavoukian2 and Alan Anderson-Priddy3

Abstract: Proposed is an identity architecture that satisfies the principles of privacy by
design, decentralizes control over digital identity from providers to users, mitigates
breach and impersonation risks, and reduces dependency on remote access passwords.
The architecture is composed of interoperating identity agents that work on behalf of
their owners and deploy digital identities that are virtualized to look and behave like
identities found in one’s wallet and contacts list. Encapsulating authentication data,
identity agents strongly bind owners to their digital identities and private keys enabling
them to prove who they are, protect their private data, secure transactions, conduct
identity proofing, and reliably delegate consent. Identity agents also off-load application
services from identity-related and privacy-related tasks. A gestalt privacy by design
process has been used to discover the architecture’s privacy requirements and design
elements and systematically reason about how the design elements satisfy the privacy
requirements. Identity-related functionality has been intentionally compartmentalized
within identity agents to focus development on creating trustworthy software. A
reference model for development derived from the described identity architecture is
proposed.

Keywords: privacy, privacy by design, digital identity, authentication, verification, security.

1 Introduction

The identity architecture proposed herein has been motivated by the alarming growth in
identity theft, impersonation, fraud and lost privacy due to private data collection by
service providers, remote access password vulnerabilities, and the web’s patchwork of
identity schemes. Large-scale breaches (e.g. Facebook, Google, Capital One, Marriott,
Sony, Target, JP Morgan, Home Depot, Equifax) have disclosed social security numbers,
personal information, medical records, credit reports, credit card records, bank accounts,
voter data, and other such sensitive information. Authorities are deeply concerned about
threats to our critical infrastructure including power, transportation and voting systems.

The identity architecture satisfies the principles of privacy by design, decentralizing
digital identities to owners enabling them to prove who they are, protect their private

1 NexGenID, Portland, Oregon 97205, USA, kalmanctoth@gmail.com
2 Global Privacy & Security by Design Centre, Toronto, M4S 2X6, Canada, ann.cavoukian@gpsbydesign.com
3 Portland State University, OIT, Portland, Oregon 97207, USA, andersonpriddy@gmail.com
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data, secure transactions, elevate identity assurances, and reliably delegate consent.

2 Privacy by Design Dependent on Capable Digital Identity
System

Explained by Ann Cavoukian in [Ca17], the principles of privacy by design include
minimizing private data disclosure and collection; safeguarding private data, securing
transactions end-to-end; delegating consent to access private resources; and establishing
privacy as the system default setting to ensure acceptable levels of privacy protection.

Consider that privacy can be lost when underlying identity schemes are broken. Users
can be tricked by rogue data collection sites to disclose passwords, second factor access
codes, and social security numbers; weak passwords can be broken and used by
imposters to access private data in the cloud; transactions can be intercepted; and
delegated consent can be defeated when stolen identities are used by imposters. In other
words, enhanced privacy is highly dependent on the efficacy of the identity system used.

3 Decentralizing Identity Reduces Risks for Providers and Users

Many web services have become honeypots for identity theft partly because of the
enormous volume of private and identifying data they collect. To address this problem,
writers including [Al16], [So18] and [WW19b] have proposed deploying self-sovereign
identities and decentralized identifiers (DIDs) to shift control over identity to users.

The architecture described in this paper decentralizes digital identity by providing users
trustworthy agents that help them make safe identity and privacy-related decisions.
Installed on the user’s personal device, an identity agent protects and tightly binds the
owner to her digital identities. Her identity agent helps her decide which digital identities
to create and use, what private data to protect, which consent permissions to reliably
delegate, how to elevate identity assurances, and what private data to disclose.
Minimizing disclosure limits how much data service providers need to collect which
reduces breach risk while dispersing the attack surface.

4 System Concept: Decentralized and Privacy Enhanced Identity

Depicted in Fig. 1, the system concept for the proposed identity architecture [TA18],
[TA19a], [TA19b], [TCA20]4 is composed of identity agents and digital identities
installed on the devices of users and providers (e.g. smart phones, servers, laptops).

4 “Electronic Identity and Credentialing System”, US Patent 9,646,150 B2, May 9, 2017.



Privacy by Design Architecture Composed of Identity Agents Decentralizing Control 165

Identity agents decentralize control over identity from service providers to users while
satisfying the principles of privacy by design for their joint benefit - safely managing
disclosure, data collection, privacy protection, transaction security and delegated
consent.

Identity agents empower users and administrators by virtualizing digital identities such
that they look and behave like physical credentials in their digital wallets and contact
lists. They tightly bind owners to their digital identities, consent tokens, PINs, keys, and
other artifacts by encapsulating the authentication data of the owner. Identity agents also
off-load application services from identity and privacy management tasks and
interoperate with other identity agents, digital identity exchange services, and proof-of-
existence identity registries. Digital identities specify an identifier plus selected
attributes/images characterizing the owner, or little or no identifying information for
pseudonymous and anonymous uses. Depending on perceived identity correlation risks,
an identifier can be unique within a given context, globally unique, or pair-wise unique
[WW19b].

Fig. 1: System concept diagram

Each digital identity created by an owner is allocated multiple public/private encryption
key-pairs, each pair used for designated purposes when selected to prove identity, secure



166 Kalman C. Toth and Ann Cavoukian and Alan Anderson-Priddy

transactions, and delegate consent to access private data. The private embossing key of a
digital identity can be used to digitally seal attestations to digital artifacts [TCA20]5.
Such attestations cannot be repudiated because the owner controls her device, identity
agent, selected digital identity, and embossing key used to bind her identity and
attestation to the digital artifact (e.g. to a digital identity, a consent token, or a legal
document).

For example, a requesting owner can present his digital identity and identifying data to
an issuing owner who proofs his identity. If successfully proofed, the issuer can use one
of her digital identities to issue a digital seal affixing her attestation plus her identity to
the requester’s digital identity which the issuer cannot repudiate and can be verified.

5 Privacy by Design Process and Validation

Early in development, system engineers routinely use a gestalt process to define
requirements and evaluate designs, iterating until they converge on an acceptable design
satisfying the requirements. Fig. 2 depicts the privacy by design process used to
discover and validate the architecture’s privacy requirements (R) and design elements
(D). Upon thoroughly iterating over all the privacy requirements and design elements,
the listed requirements and elements were validated. Each iteration contributed to the
goal of showing that the principles of privacy by design were satisfied.

5 “Methods for Using Digital Seals for Non-Repudiation of Attestations”, US Patent 9,990,309B2, 2-20-2018.
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Privacy by Design Identity Architecture: Agents Deploying Digital Identities

User Interface Design View
D1: Encapsulate auth. Data and private info.
D2: Identities virtualized, selectively disclosed
D3: Private data, keys and secrets encrypted

Delegated Consent Design View
D10: Acquiring stakeholder commitments
D11: Controlling access to private data
D12: Event logging and monitoring

R1: Tightly control private and identifying info.
R2: Selectively disclose identifying information
R3: Protect private and identifying information

R7: Detect counterfeits, prevent impersonation
R8: Verify acquired identifying information
R9: Proof, attest and verify attestations

R4: Exchange digital identities securely
R5: Secure agent transactions end-to-end
R6: Secure private data and message transfers

R10: Delegate consent to access private data
R11: Enable authorized access to private data
R12: Hold stakeholders accountable

Interoperability Design View
D4: Secure digital identity exchange
D5: Secure identity agent collaboration
D6: Secure application service collaboration

Verification Design View
D8: Proof-of-possession & custody verification
D7: Proof-of-existence registration, verification
D9: Proofing, attesting, sealing, verifying seals

Privacy
Requirements (R)

System
Design (D)

Design Validation

Privacy by Design

Users have devices with identity agents that deploy
digital identities and meet privacy requirements.

Users can prove who they are, protect private
and identifying data, and collaborate securely.

gestalt process
(round-trip engineering)

Fig. 2: Privacy by design process

The privacy by design validation process detailed in [TCA20] reasons about how the
proposed identity architecture enables the following functions and features:

• Prevents compromise by encapsulating authentication data (e.g. biometric minutia,
PIN hashes) used by device authenticators to verify owner presence and custody.

• Virtualizes the look and feel of physical identities rendering them as simple to use
as passwords but with enhanced utility, usability and intuitive ease of use.

• Leverages an identity data model (e.g. [WW19a]) to specify civil digital identities
for owners as well as so-called pseudonymous and anonymous identities.

• Allocates public/private encryption key-pairs to digital identities used to secure
private data, transactions, messages, and consent tokens for the owner.

• Elevates identity assurances associated with digital identities by proofing [NI17]
and affixing attestations to them with digital seals that cannot be repudiated.

• Registers digital identities that are hashed and digitally sealed in a proof-of-
existence registry [Ro16], [TCA20]6 that other parties can verify.

6 “Systems and Methods for Registering and Acquiring E-Credentials using Proof-of-Existence and Digital
Seals”, US Pat 10,127,378 B2, issued Nov. 13, 2018.
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• Mitigates attack risks by leveraging an adaptation of the Diffie-Hellman key
agreement method to exchange digital identities [Re99], [TCA20]7.

• Launches challenges to verify private key possession [ANL03] of presented digital
identities and custody of owner devices to detect counterfeits and impersonation.

• Uses digital seals to affix requests, approvals and access permissions to consent
tokens that can be tracked for accountability and cannot be repudiated.

• Establishes privacy by design default settings according to context and risks
including using pseudonymous and anonymous identities; applying the adapted
Diffie-Hellman exchange method; securing all transactions using digital identities;
executing proof-of-possession and proof-of-custody challenges; and registering
digital identities and consent tokens in a proof-of-existence registry.

6 Discussion: Privacy by Design Reference Model for Identity

A reference model derived from the identity architecture is proposed to communicate
essential methods, interfaces and protocols8 to developers. A key objective will be to
ensure that deployed identity agents are trustworthy, namely, that they reliably and
correctly integrate authentication data, user interfaces, cryptographic mechanisms,
identity proofing and attestation, programming interfaces, and collaboration protocols.
These essential building blocks have been intentionally compartmentalized within
identity agents to facilitate the development of software that is reliable and trusted.

Options for implementing such trustworthy software include open source and proprietary
development, and possibly a combination of both. Software licensing, support, and
maintenance arrangements can vary widely. Pundits argue that open source software is
more, less, or just as secure as proprietary software. The debate revolves mainly around
developers having or lacking visibility into the code. Arguments about the merits and
shortcomings of these options address issues related to hacking vulnerability, security by
obscurity, responsiveness to problems, development methods, skills and tools used, time-
to-deliver, business failure, liability, and warranty.

Whichever option is adopted, effective software inspections, comprehensive testing,
quality assurance, and configuration management are essential. Formal software
engineering methods can be applied to identity agents to enhance trustworthiness.

7 “Architecture and Methods for Self-Sovereign Digital Identity”, US Patent (pending), provisional filed Oct. 8,
2018, utility application filed Nov. 12, 2018.

8 Founding team intends to issue a license to developers similar to RedHat’s patent promise to discourage
patent aggression https://www.redhat.com/en/about/patent-promise.
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7 Closing Remarks

The privacy by design process has progressively baked privacy into the identity
architecture [TCA20]. Decentralizing identity from service providers to users decreases
what providers need to collect while dispersing the attack surface. Identity agent owners
can control and use their digital identities to reliably prove who they are, verify the
identities of others, protect their private and identifying information, and reliably
delegate consent. Because digital identities are intuitive, and owners can control what
they disclose, they are less dependent on remote access passwords. Digital identities that
have been proofed, attested and digitally sealed elevate identity assurances for all
stakeholders.
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IdToken: the new decentralized approach to digital identity

Edoardo Talamo1, Alma Pennacchi1

Abstract: The ability to store and share digital data offers beneĄts that the digitization of information
has become a growing trend but has raised questions about the security of personal data. There
have been countless high-proĄle hacks and personal information leaks. Furthermore users donŠt (and
shouldnŠt) always trust an external server of a third party to store their personal data. Blockchain tries
to offer a compelling solution to the problem of combining accessibility with privacy and security.
Records can be held securely, using end-to-end encryption, and yet openly authenticated so that data
can still be trusted as reliable. This project goes deeper in this solution thanks to an innovative idea
and development of a new kind of blockchain non fungible token speciĄcally created to store and
manage digital identities and sensible data. It has the potential to resolve issues blockchain alone was
starting to approach and improves security, privacy and accessibility.

Keywords: Blockchain non fungible token; blockchain; digital identity; idtoken; security; privacy;
idchain; hyperledger indy

1 Introduction

A blockchain is a growing list of blocks across several computers that are linked in a
peer-to-peer network using cryptography. Each block contains a cryptographic hash of
the previous one, a timestamp and transaction data. A token in the blockchain ecosystem
is any asset that is digitally transferable between two people. They are accessible only
by the person who has the private key for that address and can only be signed using this
private key. So tokens represent programmable assets or access rights, managed by a smart
contract[Cr] and an underlying distributed ledger. Blockchain is a particular type or a subset
of distributed ledger technology. DLT is a way of recording and sharing data across multiple
data stores (also known as ledgers), which each have the exact same data records and
are collectively maintained and controlled by a distributed network of computer servers
(nodes) that is used to record transactions across many computers so that any involved
record cannot be altered retroactively, without the alteration of all subsequent blocks. This
allows the participants to verify and audit transactions independently. In the digital identity
management, blockchain solutions have the potential to make operations more efficient and
improve the delivery of services in the public and private sectors[Wo]. Identity management
built on blockchain technology would enable an identity model, which reduces issues
for certain use cases. Blockchain identity management provides a software ecosystem for
1 Fondazione universitaria INUIT Tor Vergata, Via dellŠArchiginnasio snc Ű Casale 4 00133 Rome (Italy),

edoardo.talamo@gmail.com,alma.pennacchi@gmail.com
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private, secure, powerful identity. Nowadays even though thanks to blockchain technology
digital identity management could have a signiĄcative improvement, there are still open
issues: usability, handling of (lost) private keys, achieving a critical mass of users and
furthermore the majority of blockchains for digital identities store some data in a third
party system (like a wallet that saves informations in the memory of a computer or a server)
because still there isnŠt a technology totally blockchain native[Ku][Mu]. In this article
we will introduce a new tool for digital identities management to take full advantage of
blockchain to minimize the amount of data saved outside it. We will introduce a new concept
of non fungible token[Ho], IdToken, and we show how to use it in deĄning the process of
authentication of a digital identity by a reliable party. The use of the IdToken makes the
solution safer, faster and reusable.

2 State of art

Without blockchain technology, Identity federation allows users to maintain login credentials
with multiple credential service providers[Da] (CSP) and then choose among them when
logging into different online services. Users register once with their selected CSP and
establish online credentials to be managed by that CSP for authentication. When a user
wants to access a relying party (RP) service, that user is redirected to their preferred CSP
for authentication using the credentials the user established with that CSP. The CSP then
presents the status of the authentication to the RP so that the user may be granted access
to the service or application they wish to use. In this way, users do not need to register or
establish login credentials with each service they want to access, and instead they only need
to provide their credentials to their selected CSP. Identity federations consist of CSPs and
RPs that have agreed to participate in a speciĄc federated identity management arrangement.
This identity model comes with certain issues such as there is always trust to a central
authority required. Transparency cannot be fully provided, since there is a trusted authority
involved. These issues can play an important role in certain use cases, which leads to
the conclusion that a new identity model for these use cases has to be developed. In the
blockchain ecosystem there arenŠt organizations that traditionally centralize identity. The
immutable blockchain ledger veriĄes and ensures that the users, transactions, messages are
legitimate. Blockchain authentication[Is] is done by smart contracts which are written and
deployed to blockchain. The need for a third party to authenticate transactions is eliminated.
Costs can be reduced while security and privacy are greatly enhanced. Effort of hijacking
the authentication process would be much greater in the distributed environment. The
result is a reliable, public source of truth under no single entityŠs control, robust to system
failure, resilient to hacking, and highly immune to subversion by hostile entities. Nowadays
probably the best example of identity management blockchain software is: Hyperledger
Indy[Hy]. There are numerous solutions to manage data using Hyperledger Indy blockchain
such as Sovrin[Li], a decentralized global public utility for self- sovereign identity and
MyData[Li] an initiative which joint forces with Sovrin to build self- sovereign identity
and authentication mechanism. Indy is a distributed ledger, purpose-built for decentralized
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identity. It has complete open source speciĄcations, terminology, and design patterns that
allow for the development of decentralized identity solutions. Hyperledger Indy would seem
to be a good solution for solving problems on digital identity but some issues still remain
unsolved. In the next section we present a more efficient and innovative solution; it is based
on the Indy software and manages the exchange of information between two users, in a
more faster and secure way, thanks to a new kind of non fungible token based on the model
designed in HYperledger Fabric: IdToken. A non-fungible token (NFT) is a special type of
cryptographic token which represents something unique; non-fungible tokens are thus not
mutually interchangeable by their individual speciĄcation. A NFT is generated by a smart
contract which is a computer program that directly controls digital assets. This contracts are
stored on blockchain technology.

3 IdToken

From now on we will refer to Hyperledger Indy with the new improvement of the IdToken
as IdChain. While we will discuss about IdChain we will consider the issues of Hyperledger
Indy2 highlighting the solutions that we obtained with IdChain.

3.1 Description

To better understand the development of IdToken and IdChain letŠs consider three actors:
Alice (normal user), Acme (a corporation), Faber College (the guarantee of identity attributes
for Alice: for example in this case the college certiĄes that a subject has obtained a degree
with a certain grade). The registration in IdChain is the same for everyone, so we consider
the AliceŠs example. Alice wants to register in the IdChain, she provides personal data (i.e.
name, surname) and biometric data[Ga] (Ąngerprint or facial recognition). The biometric
data is converted in a cryptographic hash and becomes the private key, which is stored in
a crypto engine of a personal device, and after the generation of the private key will be
generate the public key. When the registration in IdChain is complete, a new block in the
ledger is created and the smart contract generator of token will execute and automatically
generates, in the new block, her IdToken where Alice can insert all her personal data that
are stored and encrypted with her public key. Alice can read and insert new informations
in her IdToken using her private key (which is the biometric data hashed - ref. paragraph
3.1 row 7); if she wants to grant access to read-only data in the IdToken to someone she
will have to share her public key. A strength of this token is that Alice can insert all the
information that she wants inside the IdToken. Furthermore in Hyperledger Indy there were
a wallet where a lot of sensible data were stored locally (smartphone, computer) and this
could leave to losing fundamental information. Instead if a user loses his personal device, it
is easy to access in the IdChain using biometric data3. IdChain allows users to exchange

2Here[De] there is the description of the procedure
3"The biometric data is converted in a cryptographic hash and becomes the private key"paragraph 3.1 row 7
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personal data without the control of a central authority. Now letŠs examine an example using
IdChain platform of Alice who wants to obtain a job at Acme using a reliable party (Faber
College). If Alice wants to be an employee in Acme, she must exchange her personal data to
Acme and she has to perform the following procedure:

1. Both Alice and Acme have an account on IdChain. Alice wants to identify herself to
Acme with her attributes certiĄed by Faber College with her IdToken.

2. Subsequently Alice request a connection to Acme giving access to her IdToken
providing her public key. After receiving the request Acme accepts because it veriĄed
the VeriĄable Credentials[Ve] in the IdToken.

3. The identity of Alice and Acme are veriĄed (digital signature).

4. After the veriĄcation of identities, Acme sends the request of transcript to Alice
asking for the information that the corporation needs to decide whether to hire Alice
or not.

5. Alice accepts and sends the IdToken with only the transcript information required by
Acme and validated by the reliable party.

6. Acme will be able to read AliceŠs data, decrypting the IdToken with her public key.

7. In the meantime that all these operations take place, each of these will be associated
with a timestamp. In this way both users will be aware of the otherŠs identity and will
thus be able to carry out the operations between them in a safe and reliable manner.

The substantial difference between Hyperledger Indy and IdChain is the reusability of
IdToken: in fact if Alice wanted to present her CV in other companies, in Hyperledger
Indy all these companies should contact Faber College again. In IdChain, thanks to the
reusability of the IdToken, there is no need for this step anymore. In the picture below we
can Ąnd an explanatory workĆow of IdChain.

3.2 IdChain properties and technical aspects

• There is no proprietary software or infrastructure, IdChain uses the public permis-
sioned blockchain. This means that Identity Requesters do not have to invest a large
amount of money to set up the technology infrastructure to support the IdChain
Platform solution.

• Data is revocable, identity data is revocable by the authenticating owner of the data.
For example, if a user changes his credit card number, then the former/invalid credit
card number data is revoked on the blockchain by the authenticating owner of the
data.

• Globally compatible, users store and share their own identity anywhere in the world.
Their data is accessible anywhere in the US, Europe, Africa, or Asia.
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Fig.1:IdToken procedure

• Everything is blockchain native and nothing is stored locally.

• The VeriĄable Credentials, and every personal information is stored and encrypted in
the IdToken which is unique and not replicable.

Tab.1:Hyperledger Indy issues and IdToken solution

In the table above we can observe what are the issues of Hyperledger Indy without IdToken
and the solution that the token brings to the platform.
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4 Conclusions and future developments

This new approach is useful, economical and secure for the digital identity management
and certiĄcate distribution thanks to the improvements of privacy, security and efficiency.
Furthermore it can easily replace every kind of exchange of paper information and speed up
the identiĄcation of users and companies, eliminating the open problems presented before
in the management of digital identity. An important characteristic of the proposed solution
is the impact in the usability of the blockchain. The IdChain open the doors to the use of
crypto-engines embedded in portable devices (es. smart cards and others) and then is a Ąrst
step to separate the peer from a speciĄc device (computer). Biometrical key act as second
authentication factor, giving an answer to weaknesses of the Indy authentication system
for example the absence of a CertiĄcation Authority[Ce]. For future developments, we are
working on extensions that allow us to solve problems still related to privacy and the use of
biometric data in blockchain which, except for solutions related to Ąngerprints, is still a
subject of study and experimentation. Another important tool that we are going to develop
is to partition the amount of data within the IdToken to share only the information necessary
in every use case witch is another aspect about usability and blockchain.
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Token Based Authorization

Giovanni Augusto Baruzzi1

Abstract: A secure, scalable, fine grained and flexible access control is extremely important for the
digital society. The approaches used until now (RBAC, Groups in an LDAP Directory, XACML)
alone may not be able to deliver to this challenge. Building from past experiences in the Industry,
we propose an Access Management Framework where the central role is played by a token
containing all the information needed to implement fine grained access control. This Authorization
Token should be signed by the approver and embedded into a “claim” to the application at session
time. The application, after checking the validity of the token will control access to the desired
resource. In this way we can achieve fine granular access control, scalability and independence from
network topologies.

Keywords: Access Control, Token, Fine-grained Access, Authorization, Claim.

1 Evolution of Access Management

1.1 The Beginning

In the early days (1970), to give access to a computing resource, the list of legitimate users
was appended to the resource itself. This was then called the Access Control List (ACL).

This first approach had the problem of the ever-increasing administrative effort: each time
a resource was added, the administrator had to list all legitimated users again. Similarly,
the addition of a new user forced administrators to add her/him to the access list of each
resource he may need.

1.2 Role Based Access Management

Role-Based Access Control (RBAC) [FK92] has been introduced to grant access based on
the roles that users own in their organization, recognizing that, if a user has a certain role
in the organization, he/she must be granted access to a definite, but variable, list of
resources. The roles are often associated to user groups which are a list of members:
Users are assigned to groups, and in turn, groups associated to roles and then to resources.

1 Syntlogo GmbH, Mercedesstraße 1, 71063 Sindelfingen, Germany, giovanni.baruzzi@syntlogo.de
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RBAC was a vast improvement compared to the management of simple lists of users for
every resource and offered an improved security; the Role Manager could be a different
user to the Resource Manager, introducing the first type of segregation of duties.

1.3 The Experience of large-scale Implementations

The experience gathered in large installations (a large German Telecommunication
Provider, a large Insurance Company, a major ERP Software Vendor) revealed a number
of issues in the implementation of Access Management using pure RBAC: the complexity
of modern enterprises prevented the use of RBAC to the organizational roles and the fast
life cycle of application, often independently operated, was an obstacle to the original idea
to associate all the entitlements needed to a single organizational role.

The adoption of RBAC at application level was very successful, using not organizational
roles, but application roles. But even this approach has issues.

1.4 The fine-granular access right

Consider the case where a complex application must manage the access to many re-
sources: the application architect applying RBAC has the possibility to define a very high
number of roles. The alternative is to separate the access information into two (or more)
pieces: the role itself, defining the function, and additional parameters specifying the
resource.

Let’s assume that you must define the role of a “Cost Center Chief” but you have a large
number of them. Using the pure RBAC, you may be forced to define a long list of roles
like “Chief of Cost Center 001”, “Chief of Cost Center 002”, “Chief of Cost Center 003”
and so on.

A more intelligent alternative is to define the functional role “Cost Center Chief” and
assign the parameter identifying the cost center. This is what we call fine-granular access
management2.

1.5 Technological Limits of Group Objects

This issue becomes relevant as the numbers of users comes to the millions: the best
practice to associate a role with a user group proves as not scalable enough.

2 The RBAC approach generates an N*M problem (role chief * number of cost centers). With a role parameter
this problem is reduced to a more manageable N+M problem
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1.6 Reactions in the Industry

Confronted with these problems, the major ERP Software vendor completely defined it’s
own Access Management (for sure not RBAC) while the Telecomm vendor and the Large
Insurance Company USED THE FINE-GRANULAR APPROACH AND added
information to the role name, stored as additional user attribute.

2 The Access Management Framework

Building on the experiences cited before, we designed an Access Management Framework
built around the idea of storing all access information inside a token and delivering this
token at OIDC or SAML session time to the application. The digital signature added to
the token allows us to move it around without losing the trust.

2.1 Basic Ideas

1. The ownership of a role is not represented by a membership in a group, but it is
stored as a USER ATTRIBUTE, removing the scalability problems.

2. Additional information is added to the role name allowing more granular definitions

3. The format used is JSON and with the addition of a signature it becomes a JSON
Web Token (JWT). Libraries to process them are broadly available.

2.2 Authorization Token

The authorization token is a JWT Token containing all the information necessary to define
an access right and is the central concept of the proposed Access Management Framework
illustrated in Figure 1, below on page 4.3

We are going to analyze briefly the entities and the processes that describe this Framework
and we are going to see the processes that define, manage and send Authorization Tokens
to implement access control for an application. 4

2.3 The Model

We describe the Framework from different points of view: the interaction view, de-

3 A word of caution is needed here: we use the JWT formats and the Token is built like a JWT Token but it is
never used as Session Token. As a matter of fact, the Authorization Token BUILDS ON OIDC or SAML and is
inserted INSIDE a Session Token to be sent as a “Claim” to the application.

4 The model refers to an SAML or OIDC Environment, where users present to the application a set of claims,
but is not limited to it.
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scribing the processes and the Entity view, describing the responsibilities

2.4 The Interactions

•• The “Contract Life Cycle” is the time span between the signature of a contract for
an offer from the “Service Organization” and the termination of the contract itself.

•• The “Application Life Cycle” marks the time between the start of availability of an
application, with the definition of its security model and corresponding role
metadata. During the “Application Life Cycle” Authorization Tokens are built,
assigned to users or withdrawn from them.

•• The “Session life Cycle”. A session starts as a user authenticates to the system and
terminates with the logout. During the time span of a session, the system restricts
the access to application resources to the legitimated users.

Fig. 1 Authorization Token Framework
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3 Life Cycle of an Authorization Token

3.1 Application Architect defines the Roles

The application architect, during the application design process, defines the conditions
under which a user can access resources. The resulting set of rules of this process builds
the application “Security Model”.

3.2 Roles Metadata is being loaded in the IAM (Identity & Access Management
System)

After the definition of the application “Security Model”, the role metadata must be loaded
in the Identity and Access Management. The ID’s of Security Domain, Application and
Role must be included in the metadata.

3.3 Management of User and assigned Roles

The grant of a role is governed by the typical identity processes and must define beyond
the value of the optional parameters a few other information like the granting actor, the
assignee and validity dates. As all attributes defined are known, the JWT can be generated
and digitally signed by the Customer Organization. This is stored as a user attribute. This
signed element is the Authorization Token.

3.4 User accesses an Application

After having authenticated, the user may want to access an application. During this
process, he introduces himself to an application presenting a session (access) token
containing claims along the SAML [6] or OIDC [7] Standards. One or more of these claims
would be Authorization Token.5

3.5 Application checks Authorization Tokens and manages access

The Application receives the access token sent in the session, extracts the embedded
Authorization Tokens from their “claims”, checks their validity, and grants the logged user
the corresponding privileges.

5 As written in note 2: The Authorization Token is never used as Session Token. Instead the Authorization
Token is inserted INSIDE a Session Token as a “Claim”.
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4 Current Deployment

The solution is being used in our IAM System, allowing us to easily implement advanced
features like a flexible and easy to understand “Delegated Administration”. Here the role
of delegated administrator is coupled with a parameter specifying the set of users for which
he is the administrator.

Due to the evolutionary character of this framework and the modest technical effort needed
to implement it, the framework has been already successfully used in a financial institution
and a government owned agency.

5 Conclusions

The Authorization Token is especially attractive in a Cloud Environment, where the User
Organization may be a different one as the Organization providing the application,
connected only by the Internet. In such a scenario, it may be very difficult to provide
access for the application to the Directories or Databases holding the groups associated
with a role or perform provisioning to an Application’s registry. The usage of an
Authorization Token solves both problems with a very limited cost.

Bibliography

[FK92] Ferraiolo D.F., Kuhn D.R. : "Role-Based Access Control". 15th National Computer
Security Conference: 554–563, 1992.

[CO02] Chadwick D.W., Otenko A., The PERMIS X.509 Role Based Privilege Management
Infrastructure ISI, University of Salford, Salford, M5 4WT, 2002.

[WG12] Whitson Gordon: "Understanding OAuth: What Happens When You Log Into a Site
with Google, Twitter, or Facebook". https://lifehacker.com/understanding-oauth-what-
happens-when-you-log-into-a-s-5918086, 2012

[BS15] Bradley John, Sakimura Nat and Jones Michael: JWT: "JSON Web Token (JWT)".
RFC7519, 2015

[EC17] JSON: "The JSON Data Interchange Format", http://www.ecma-
international.org/publications/files/ECMA-ST/ECMA-404.pdf, 2017.



cbe

H. RoSSnagel, C.H. Schunck, S. Mödersheim, D. Hühnlein (Hrsg.): Open Identity Summit 2020,
Lecture Notes in Informatics (LNI), Gesellschaft für Informatik, Bonn 2020 185

Data Protection Impact Assessment in Identity Management
With a Focus on Biometrics

Tamas Bisztray1, Nils Gruschka2, Vasileios Mavroeidis3, Lothar Fritsch4

Abstract:

Privacy issues concerning biometric identiĄcation are becoming increasingly relevant due to their
proliferation in various Ąelds, including identity and access control management (IAM). The General
Data Protection Regulation (GDPR) requires the implementation of a data protection impact assessment
for privacy critical systems. In this paper, we analyse the usefulness of two different privacy impact
assessment frameworks in the context of biometric data protection. We use experiences from the
SWAN project that processes four different biometric characteristics for authentication purposes. The
results of this comparison elucidate how useful these frameworks are in identifying sector-speciĄc
privacy risks related to IAM and biometric identiĄcation.

Keywords: data protection, privacy, impact assessment, GDPR, DPIA, identity management,
biometrics

1 Introduction

Managing digital identities involves the storage and processing of personally identiĄable
information (PII), i.e., data that link to individuals and can reveal conĄdential information
such as name, address, date of birth etc. Biometric identiĄers are PII and is a general term
for describing a measurable physiological or behavioral characteristic of a person. Misuse
of biometric data can have severe consequences [Ca13], such as identity theft or customer
proĄling. The European General Data Protection Regulation (GPDR) [Eu16] allows the
processing of biometric data only under speciĄc conditions, and it recommends conducting
a Data Privacy Impact Assessment (DPIA).

The purpose of a DPIA is the evaluation of the activities related to data processing with
respect to possible privacy risks (e.g., disclosure). Our research has identiĄed two limiting
factors applicable to DPIAs in the context of their usage. First, the GDPR does not provide
any recommendations as to which of the available DPIA methods is preferred or any
meaningful categorization of them. Second, privacy risks identiĄed by the GDPR or a DPIA
1 University of Oslo, Department of Informatics, Oslo, Norway tamasbi@iĄ.uio.no
2 University of Oslo, Department of Informatics, Oslo, Norway nilsgrus@iĄ.ui.no
3 University of Oslo, Department of Informatics, Oslo, Norway vasileim@iĄ.uio.no
4 Karlstad University, Dept. of Mathematics and Computer Science, Karlstad, Sweden Lothar.Fritsch@kau.se
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are mostly generic and do not necessarily address risks applicable to particular sectors or
technological domains. Although for some applications domain or sector-speciĄc DPIA
methodologies have been introduced, like RFID technologies [Eu11] and smart grid systems
[Sm09], most of the existing widely-used methodologies are context independent. Thus,
their use in different technological and sector-speciĄc applications needs to be further
studied.

This paper analyzes the usefulness of two different DPIA methodologies for the domain-
speciĄc use case of biometric authentication. First, we compile two lists of privacy
requirements speciĄc to IAM and biometric authentication. Second, we analyze and
compare the adequacy of two widely used DPIA methodologies in assessing the privacy of
the identiĄed requirements by performing a DPIA on a biometric system and validating the
results.

The paper is organized as follows. Section 2 provides background information on DPIA
and the GDPR in the context of biometric authentication. Section 3 presents related work.
Section 4 presents privacy requirements. Section 5 maps the identiĄed requirements to two
DPIA methodologies with the help of a concrete use case in biometrics. Finally, Section 6
discusses the results of the analysis conducted.

2 Background on Data Protection

The General Data Protection Regulation (GDPR) [Eu16] is the current privacy and data
protection regulation in the European Union (including Norway, Liechtenstein, and Iceland).
Of particular importance when processing data is Article 35 Data protection impact
assessment that describes how a data controller should carry out a data protection impact
assessment (DPIA) when the processing is likely to result in a high-risk related to the rights
and freedoms of natural persons (data subjects). The GDPR does not provide an exhaustive
list of high-risk processing operations that require a DPIA, but gives some examples within
Article 35, such as automated processing including proĄling and personal data relating to
criminal convictions and offences.

Part of the recommendations of Article 29 Working Party (WP29) [Ar17] is a list of nine
criteria that can be used for identifying processing operations that are likely to result in a
high-risk, such as evaluation or scoring for proĄling, and automated decision making. In
such cases, a DPIA is recommended. It is worth mentioning that criterion 8 of WP29 is
of high relevance to this research as it remarks on the potential high-risk involved when
processing data for innovative use or for applying technological solutions, like in cases
where multiple biometric modalities are combined for improved physical access control (e.g.,
Ąngerprint and face). The use case analyzed in this paper handles four different biometric
modalities (face, iris, voice, and Ąngerprint) for the purpose of providing advanced biometric
authentication technology in smartphone applications, such as online banking.
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Article 35 speciĄes that a DPIA is required in cases where a type of processing is done
with regards to new technology. In the context of this paper, the aforementioned is directly
applicable since our use case develops innovative biometric technologies for identity and
access management (IAM). What is considered to be biometric data is deĄned in Article
4(14). However, deĄning what is considered or not as new technology could be difficult
to determine; thus, the general recommendation of GDPR is that in uncertain cases one
should always consult the supervisory authority for recommendations. Since national-level
regulations should not establish weaker criteria than the sophisticated GDPR, it is essential
to review what GDPR includes about a speciĄc topic. The Norwegian supervisory authority
only requires a DPIA when biometric data is processed for identiĄcation purposes and when
it is in conjunction with at least one additional criterion, whereas, Article 9(1) of GDPR
clearly states that processing of biometric data for the purpose of uniquely identifying a
natural person shall be prohibited, unless one of the conditions described in the second
paragraph of Section 2 are fulĄlled. Moreover, Recital 51 mentions that authentication will
require the same precautions as identiĄcation.

Based on the above, an IDM system that can process biometric data needs to go through a
DPIA because of the nature of the processing that identity management systems demand. In
this context, biometric data is always used to uniquely identify a natural person, which is
the type of processing that Article 9 refers to. Additionally, Article 35(3.b) states that the
processing of such data on a large scale requires a DPIA. Recital 91 underlines the necessity
of a DPIA if the scope of processing is for making decisions or proĄling regarding speciĄc
natural persons. Consequently, this involves the processing of biometric data, and generally,
it can be viewed as a Ąeld of landmines where an IDM system can easily fulĄll several
criteria that trigger the need for a data protection impact assessment. Finally, since the data
subjects have the right to withdraw their consent (for processing or storing their information)
at any time it is crucial to keep track of the biometric data throughout the life-cycle of the
operations. For that reason a DPIA is very useful not only for being compliant, but also for
having the ability to demonstrate compliance.

3 Related work

Meints et al. [Me08] outlined some of the key data protection principles concerning
biometrics based on Article 29 Working PartyŠs paper on biometrics [Ar03] and the
Directive 95/46/EC. The GDPR repealed the latter, but the principles were kept and can be
found throughout the Articles of the GDPR. Additionally, Meints et al. [Me08] pointed out
relevant privacy-related risks regarding biometric data: identity theft, extraction and use
of additional information in biometric reference data, linking of biometric data with other
personal data and proĄling, tracking and surveillance using biometric systems, misleading
expectations of the reliability of biometric systems and violation of the right to informational
self-determination by forcing people to use biometric systems. In [Re05] Rejman-Greene
formulated 8 principles based on the Directive 95/46/EC. Some of these points can also
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be found in [Me08], but in addition it mentions an important principle: ŞNot keeping the
data for longer than its necessary for the stated purposes (that is in a form that permits
identiĄcation of the data subjects)Ť.

Wuyts et al. [WJ15] evaluated the LINDDUN methodology using two case studies and
concluded that it is easy to learn and useful in practice, but its completeness needs to be
improved. In a study conducted by Veseli et al. [Ve19] LINDDUN was used for privacy risk
assessment against a cloud-based platform named Identity Wallet Platform. In a previous
work [BG19], we compared LINDDUN, ISO/IEC 29134:2017, and the framework from the
Commission Nationale de lŠInformatique et des Libertés (CNIL) which is an independent
French administrative regulatory body. We evaluated their performance based on principles
of data protection and privacy impact assessment collected from an extensive literature
review. Hansen et al. [HJR15] identiĄed six privacy protection goals for identity, and in
another work [Ha13] the authors outlined some of the major privacy risk factors threatening
these goals. In this paper, we use the identiĄed risks as benchmarks along with the privacy
risks of Meints [Me08] (that focus on biometrics), and other points identiĄed in the literature
to see how well are addressed by the frameworks we selected for our case study.

4 Privacy Protection Goals and Risks

The analysis in this paper focuses on privacy risks that occur when personal information is
mishandled, and consequently, an individualŠs privacy is threatened. In our case study, the
emphasis is given on Ąnding privacy risks related to IAM [Ha13, Pa12] and raw biometric
information or templates created from them. Privacy risks are divided into two tables based
on if they are generally related to IAM or speciĄcally to biometrics. The points discussed
below are related to IAM and are collected in Table 1. IAM uses tokens to assign roles for
access control. These are technical artifacts providing assurance about identities.

Token frequency and duration of use: information transfer between identity providers
and service providers can allow proĄling when the same token is used repeatedly. An
identity management system should be designed in a way that prevents the activities of
the end-user to be linked. For example, several services rely on Google and Facebook
as an identity provider.

Token use and purpose: if a token is used for multiple purposes or services, it might be
abused or processed illegally. It is essential to deĄne who uses the ID infrastructure
and determine how probable it is for the service providers to link different identiĄers
of the same user.

Provisioning: a token must be monitored through its whole life-cycle. Creation of a
token should incorporate principles like data minimisation and clear purpose of use.
Updating tokens should be possible for ensuring its authenticity and integrity. In
addition, other attributes like deletion, transmission, and consent management should
be available for the user.
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Secrecy: a token needs to be classiĄed according to the necessary secrecy level, such
as inferable, public, or obfuscated supports token secrecy against linkability, re-
identiĄcation, and unauthorised use. Inferable tokens are easily guessed, whereas
public tokens are known by multiple people in an organisation or are available on
several databases. In contrast, obfuscated tokens need to remain secret like a credit
card pin.

Claim Type: attaching a claim to the token can increase its security. There are three types
of claims: 1: information like a password, 2: physical characteristics like a Ąngerprint,
3: physical items like a card, or a USB key. Combining secrets with high entropy
raises the cost for an attacker. Security levels can be managed based on single or
multiple-factor authentication.

Obligation and Policy: a privacy policy for checking and evaluating data protection
operations should be present.

Assignment and Relationship: deĄning how a token is created, assigned, and knowing
who controls the token can contribute to reducing privacy or security risks. A token
can be chosen by a person, can be jointly established, or forced upon by an authority.

Mobility: the following four properties characterize the degree of mobility of a token:
copyable: how easily it can be copied; remotely usable: if it can be used for remote
identity management; concurrently usable: if it can be used in parallel sessions;
immobile: if it must be physically present to be used.

Value at risk: The signiĄcance of token security has to be classiĄed based on the following
events: loss, misuse, disclosure, disruption, theft and cost of replacing it.

Biometric systems handle biometric reference patterns that are attached to a personŠs
identity. In risk and impact analysis, each of the above categories contributes to biometric
privacy breach consequences. As explained in detail in [Pa12], major risks are introduced
from the use of biometric identiĄers when used by third parties without a data subjectŠs
consent (can lead to involuntary de-anonymization and proĄling by others). The loss of
biometric tokens (reference patterns) renders a Ąngerprint or face unusable (in case of
primitive biometrics), which damages the data subjectŠs ability to use this biometric feature
in the future. Furthermore, the identiĄed privacy risks speciĄcally for biometric use cases
[Me08],[Re05] are analysed as well as whether or not different DPIA methods address them.
Table 2 presents the aforementioned privacy risks.

5 Case Study

5.1 Introduction to SWAN

The SWAN project (Secured access over Wide Area Network) is funded by the Research
Council of Norway with the goal of researching and developing measures and innovative
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technologies that lead to a usable, economic, and privacy-preserving access control based
on biometric authentication. The project harvested and processed the following biometric
characteristics: face, iris, Ąngers, and voice. Additionally, name, age, gender, and email
address were collected from the data subjects. Data were collected for research purposes and
speciĄcally for developing a privacy-preserving access control platform based on biometrics.
The envisioned application of the project is to authenticate banking transactions and to
secure access to services over broadband and mobile networks. The project overcomes the
need for centralized storage of biometric data by storing biometric references locally, and
authentication is done based on a pre-shared secret. The inner workings of the authentication
protocols were published in [HB10] and [SRB18].

5.2 Methodology

The SWAN project was Ąrst assessed using the CNILŠs framework, followed by the ISO/IEC
standard 29134:2017. Only after the impact assessments were conducted, we performed the
analysis comparing its results to the speciĄc privacy risks related to IDM and biometrics.
This was done for avoiding being inĆuenced during the assessment and not look for
speciĄcally these questions (or learn them after the Ąrst assessment), but to see if they
can be discovered with the help of the frameworks. For each privacy risk, we analysed if
performing the steps of a DPIA helps to identify the risk. If the framework addresses it, the
point receives a checkmark . The bias introduced by knowing the project is inevitable
since it is a prerequisite for performing the DPIA. Note that neither of these is an exhaustive
list, but they are meant to test the DPIA frameworks in a structured manner. The Ąrst table
contains points for general IAM, whereas the second table focuses on questions speciĄcally
about biometrics.

Privacy Protection Risks in general IAM ISO CNIL
Token frequency and duration of use - -
Token use and purpose
Provisioning
Secrecy - -
Claim Type -
Obligation and Policy
Assignment and Relationship - -
Mobility -
Value at Risk

Tab. 1: Privacy Risks in IAM

The frameworks are performing equally in IAM related topics. Five out of nine points are
addressed for each, but even jointly, they donŠt cover every important aspect.
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Privacy Protection Risks in Biometrics ISO CNIL
Identity theft -
Extraction and use of additional information in biometric refer-
ence data
Tracking using biometric systems - -
Avoid misleading expectations of the reliability of biometric
systems
Violation of the right to informational self determination by not
giving other option but to use biometrics

-

Explicit raw data disposal policy - -
De-anonymization by third parties - -

Tab. 2: Privacy Risk in Biometrics
CNIL performs better on addressing biometric speciĄc privacy protection goals, but still,
several questions are not addressed by either of the frameworks. This shows that general
DPIA methodologies have to be complemented with additional sector-speciĄc supporting
materials.

6 Summary

In this paper, we have introduced privacy and data protection with a focus on biometric
identiĄcation. We discussed the regulatory background and the existing principles for risk
and impact assessment of biometric identity management with respect to privacy, as well as
related privacy protection goals. In a direct comparison of the ISO/IEC 29134:2015 standard
with the CNIL methodology, we found the CNIL method to be slightly better prepared for
impact analysis of biometric systems. In general, IAM related questions performed equally,
whereas in privacy protection risks for biometrics CNIL covered four out of seven points. In
contrast, ISO addresses only two. However, none of these methods can be considered being
a standalone solution for applications related to biometrics. The danger of de-anonymization
by third parties is a critical privacy issue that is not addressed at all. The fact that CNIL
performed better in this comparison regardless of the ISO standard better overall process
shows that a good workĆow provides no guarantee for addressing speciĄc technological
or sector-speciĄc questions. For this reason, we emphasize the importance of developing
official supporting documents and guidelines elaborating on privacy and data protection
principles related to this rapidly growing Ąeld.
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Abstract: The present paper provides an overview of existing protocols and infrastructures for
Identity Management on the Internet and discusses potential paths towards integrating the different
approaches in a user centric manner into a “Universal Login” infrastructure, which allows Users to
manage their authentication preferences and Service Providers to integrate with Identity Providers
in an easy manner.
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1 Introduction

Successful digital transformation relies on secure digital identities. In the light of the
obvious need for user-friendly, legally compliant and trustworthy digital identities on the
Internet, many different solutions for authentication and identification have emerged in
recent years and hence there are many Identity Providers (IdP), which could perform the
authentication and identification of Users on behalf a Service Provider (SP).

On the other hand, the large and seemingly still increasing number of IdPs leads to a rather
fragmented market for identity services in which SPs and Users are often forced to use
multiple IdPs to reach a sufficient service coverage. Furthermore, despite tireless
standardisation and harmonisation efforts, the available infrastructures are not yet fully
integrated in a seamless fashion, so that SPs either (1) would have to stick with one or a
few IdPs, (2) undertake major, often uneconomic, integration efforts and engage in
strategically unpleasant dependencies by supporting proprietary interfaces, or (3)
completely forego the use of secure digital identities. To address this unfortunate situation,
the present paper aims at paving the way for a “Universal Login” procedure in which the
SPs are able to connect to arbitrary IdPs via a simple interface and the User (Subject) may
select her favourite Credential or IdP for login at a certain SP.

To reach this goal, the rest of the paper is structured as follows: Section 2 recalls basics
with resepect to Federated Identity Management. Section 3 introduces a refined reference
architecture, which will form the technical basis for the “Universal Login” procedure
presented in Section 4. The paper concludes with Section 5 by summarising the main
aspects and providing an outlook towards potential future developments.

1 {detlef.huehnlein, tina.huehnlein}@ecsec.de, ecsec GmbH, Sudetenstraße 16, 96247 Michelau, Germany
2 gerrit.hornung@uni-kassel.de, Universität Kassel, Henschelstraße 4, 34127 Kassel, Germany
3 hstrack@hs-harz.de, Hochschule Harz, Friedrichstraße 57-59, 38855 Wernigerode, Germany
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2 An abstract model for Identity Management

Within the various approaches and infrastructures for Identity Management4 one may
recognise aspects related to “Credential Management”, in which a “Subject” (User) is
equipped with some sort of digital credential, which allows to authenticate or prove certain
claims, and aspects related to “Federated Identity Management” which allows that a
“Service Provider” delegates the main tasks related to the management of credentials to
one or more specialised “Identity Providers” while compensating this step with suitable
“Trust Management” means.

2.1 Credential Management

The Credential Management comprises suitable procedures and protocols between the
Subject and the IdP, whereas the credentials may involve multiple authentication factors5

and provide a Level of Assurance (LoA)6 ranging from “low” (e.g. user name and static
password) over “substantial” (e.g. multiple factors within a dynamic authentication
protocol) to “high” (e.g. highly secure and sophisticated credentials, which involve
cryptographic hardware, which reliably prevent misuse of the credential protecting
“against duplication and tampering as well as against attackers with high attack
potential”7).

The Commission Implementing Regulation (EU) 2015/1502 specifies minimum
requirements for the credentials to reach a certain LoA and [eID18] provides additional
guidance for interpretation of the stipulations. There is a very wide range of possibilities
for the implementation of credentials, which covers public-key based mechanisms with8

or without certificates9, with privacy-friendly features10 or based on distributed ledger
technology11 as well as secret-key based mechanisms with a variety of protocols12.

2.2 Federated Identity Management

The Federated Identity Management aspects especially comprise a suitable set of
protocols for the secure integration of the three nodes of the system (Subject, SP and IdP),
whereas the dominant protocol families in practice are [SAML] and [OpenID], which is

4 See [KH14, SAML, OpenID, Ro12] for example.
5 Section 1 (2) of CIR (EU) 2015/1502 distinguishes “possession-based”, “knowledge-based” and “inherent

authentication factors”.
6 See Art. 8 of Regulation (EU) No. 910/2014 and CIR (EU) 2015/1502.
7 See CIR (EU) 2015/1502/EU, Annex, Section 2.2.1.
8 Among the widely used formats are X.509-based (see [RFC 5280]) and card-verifiable certificates (see

[BSI15], Part 3, Annex C).
9 See [Bh15, W3C19a] for example.
10 See [Ch85, IBM, Micr, CL01, Br95, W3C19b] for example.
11 See [Ja16, Li18] for example.
12 See [BM03, RFC 4226, RFC 6283, RFC 6287] for example.
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in turn based on OAuth 2.0 [RFC 6749].

Note that this kind of federation is optional in the sense that the duties of the IdP, such as
the issuing, management and validation of credentials, could be assumed by the SP itself
and hence there is no distributed setup, but the authentication and identification may be
performed by the SP itself.

2.3 Trust Management

With suitable Trust Management measures the SP seeks to compensate the loss of control
due to delegating the security sensitive Credential Management tasks to the Identity
Provider. The Trust Management measures may in particular comprise the stipulation and
verification of requirements for the Credential Management, as specified in CIR (EU)
2015/1502/EU and outlined in Section 2.1. That the specified requirements are indeed
fulfilled could be ensured by appropriate self-assessments, peer-reviews, independent
audits or formal certification procedures. The trust information could be aligned to the
various requirements defined in CIR (EU) 2015/1502 and encoded and organised and
communicated within “vectors of trust” as specified in [RFC 8485].

3 Reference Architecture for Universal Login and more

The “Reference Architecture” presented in Figure 1 below is a refinement and
enhancement of the classical model for Federated Identity Management and related
architectures developed within previous work conducted in pertinent research projects,
such as SkIDentity13 and FutureID14. The most important aspects of this reference
architecture are outlined in the following.

3.1 Trust, Discovery & Collaboration Framework

The “Trust, Discovery & Collaboration Framework” realises the “Trust Management” in
a Federated Identity Management architecture and is an enhancement of the eIDAS Trust
Framework15 in the sense that it also includes not (yet) notified eID-schemes and IdPs,
which are not formally endorsed by some EU Member State. As for those providers, there
is no formal peer review in the sense of Chapter III of CIR (EU) 2015/296, and therefore
there needs to be an adequate enhancement, which aims at maintaining a high level of trust
and transparency. A possible path might be to introduce a two dimensional trust system
(see Figure 2), which on the one hand side assesses which LoA is reached for an eID
solution and Identity Provider with respect to the different requirements defined in

13 See [KH14] and https://project.skidentity.de/en/publikationen/.
14 See [Ro12].
15 See Chapter 2 of Regulation (EU) No. 910/2014 and related implementing acts, such as CIR (EU) 2015/296,

CIR (EU) 2015/1501, CIR (EU) 2015/1502, CIR (EU) 2015/1984 as well as additional guidance documents,
such as [eID18] for example.
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[2015/1502/EU] and listed in Section 2.1 and which “Level of Confidence” (LoC) was
used for this assessment.

Figure 1: Reference Architecture for “Universal Login” and more

While the current eIDAS Trust Framework16 only has one LoC-level, which corresponds
to the formal notification according to Art. 9 of Regulation (EU) No. 910/2014, the
enhanced trust system could have a graded approach with multiple levels, which could
range from a simple self-assessment with or without validation (1) over external audits (2)
and formal certifications (3) to the formal notification (4) of an eID scheme.

As the overall system is more open than the current eIDAS Trust Framework, it is
important that there is some possibility for the trustworthy registration and retrieval of
metadata for Identity Providers and SPs in standardised formats including [Ca05, Ca19a,
Ca19b, Sa14a, Sa14b, RFC 8414, RFC 7591].

16 For the legal background of this framework see [Ho16].
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Figure 2: Enhanced Trust System with "Level of Confidence"

To enable a user friendly “Universal Login” procedure in which a User may select and
persist its authentication preferences for a SP in its local storage, it is necessary (see also
[Op19] and [Seamless] that the envisioned Trust, Discovery & Collaboration Framework
allows to serve some “trustworthy JavaScript”17 from a “neutral and trusted domain”18, in
order to support the management of the user preferences and persistence of the data in the
local storage of the browser for the neutral and trusted domain.

3.2 Identity Provider

There may be a large number of Identity Providers, which may be “monolithic” in the
sense that they support a single federation protocol and a single credential and
authentication protocol, or “modular” in the sense that they may contain multiple
Federation Services and Authentication Services, which are integrated via some Identity
Broker. The latter approach also gives rise to the issuance and validation of credentials in
various formats (see Section 2.1) and the invocation of other IdPs.

3.3 Subject

The Subject may in general be a natural or legal person, a (mobile) device, a computation
node or even a service. Depending on the used credentials there may be one or more eID
Apps besides the plain browser (User Agent) and a SP specific app (SP App), which
complements the server side SP. A pivotal role plays the “Credential Interface” (D), as it
may allow to discover that there is a specific eID App and credential or to initiate a
protocol for issuing such a credential.

17 For obvious reasons, the “trustworthy JavaScript” shall be available as open source.
18 It needs to be ensured, by suitable privacy-specific certifications for example, that the neutral and trusted

domain does not create any unwanted User or communication profiles, but only serves the said JavaScript in a
reliable manner.
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3.4 Service Provider

The SP typically contains a “Service Provider Library” (SPL), which handles the protocol
flow based on [SAML] or [OpenID] after the corresponding metadata (see Section 3.1)
have been registered at the supported IdPs and/or the central metadata repository. The SPL
plays an important role in the practical and user friendly realisation of the envisioned
“Universal Login” procedure outlined in Section 4 by letting (1) the SP configure its
requirements including the acceptable LoA/LoC, IdPs and credentials and (2) by persisting
the necessary history and previously chosen preferences of the User, such as the used
credential, IdP and authentication options, for a specific SP.

4 Universal Login

The “Universal Login” procedure outlined in the present paper aims at enabling

• the SPs to easily support the relevant IdPs via standardised interfaces based on
[SAML] or [OpenID] and

• the Users to manage their authentication preferences for the accessed SPs and
involved IdPs and credentials in a suitable local storage on their device.

The IdPs benefit from the proposed approach by an increased number of participating SPs
and Users.

After a suitable registration procedure, the metadata19 of the participating IdPs is available
in the “Trust, Discovery & Collaboration Framework” and can be retrieved from there by
the SPs via a suitable interface20. Next, the SP is installing a suitable SPL, which supports
[SAML] and/or [OpenID] and allows to register itself at the selected IdPs via some
protocol along the lines of [Sa14a] and [RFC 7591]. Such SPLs may be built upon existing
“Cloud Connector”21 components, which have been created within the SkIDentity project.

Now the „Universal Login“ system is set up and can be used. The process starts at the SP
when the User wants to access a resource. If there are no authentication preferences stored
or upon explicit request to enter the “configuration mode”, the User is prompted to select
the preferred authentication means (IdP, credential etc.) she wants to use at the specific
SP. This information is stored within the local storage of the User via the trustworthy
JavaScript, which is shipped via the neutral and trustworthy domain for example. In
subsequent authentication processes the User’s preferences can simply looked up, before
the regular authentication process based on [SAML] or [OpenID] is performed. Besides
this basic use case (User-driven management of authentication preferences), there may
also be more advanced use cases which involve trustworthy identity attributes, which have

19 See [Ca19a, Ca19b, Sa14b, RFC 8414].
20 This interface can be built upon an enhanced version of [Hü19] and will allow to list the participating IdPs,

which satisfy a set of specific criteria.
21 See https://skidentity.com/cloud-connector and [KH14].
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been retrieved from the User’s credential or the storage of the IdP. This set of identity
attributes may be signed and notarised by a suitable trust service, such as the
“YourCredential” notarisation service, which has been developed in the StudIES+ EU
CEF project [St19].

5 Conclusion and Outlook

In the present document we outlined a “Universal Login” framework, which allows Users
to manage their authentication preferences for the accessed SPs and involved IdPs and SPs
to easily integrate with IdPs via standardised interfaces based on [SAML] or [OpenID]. In
the next step, the components and procedures sketched here will be specified technically
and implemented within the SHIELD project22, which will be supported by the German
Federal Ministry of Economics.
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Unternehmens-IT:
Führungsinstrument oder
Verwaltungsbürde
Referate der 28. GIL Jahrestagung

P-126 Rainer Gimnich, Uwe Kaiser, Jochen
Quante, Andreas Winter (Hrsg.)
10th Workshop Software Reengineering
(WSR 2008)

P-127 Thomas Kühne, Wolfgang Reisig,
Friedrich Steimann (Hrsg.)
Modellierung 2008

P-128 Ammar Alkassar, Jörg Siekmann (Hrsg.)
Sicherheit 2008
Sicherheit, Schutz und Zuverlässigkeit
Beiträge der 4. Jahrestagung des
Fachbereichs Sicherheit der Gesellschaft
für Informatik e.V. (GI)
2.-4. April 2008
Saarbrücken, Germany

P-129 Wolfgang Hesse, Andreas Oberweis (Eds.)
Sigsand-Europe 2008
Proceedings of the Third AIS SIGSAND
European Symposium on Analysis,
Design, Use and Societal Impact of
Information Systems

P-130 Paul Müller, Bernhard Neumair,
Gabi Dreo Rodosek (Hrsg.)
1. DFN-Forum Kommunikations-
technologien Beiträge der Fachtagung

P-131 Robert Krimmer, Rüdiger Grimm (Eds.)
3rd International Conference on Electronic
Voting 2008
Co-organized by Council of Europe,
Gesellschaft für Informatik and E-Voting.
CC

P-132 Silke Seehusen, Ulrike Lucke,
Stefan Fischer (Hrsg.)
DeLFI 2008:
Die 6. e-Learning Fachtagung Informatik

P-133 Heinz-Gerd Hegering, Axel Lehmann,
Hans Jürgen Ohlbach, Christian
Scheideler (Hrsg.)
INFORMATIK 2008
Beherrschbare Systeme – dank Informatik
Band 1

P-134 Heinz-Gerd Hegering, Axel Lehmann,
Hans Jürgen Ohlbach, Christian
Scheideler (Hrsg.)
INFORMATIK 2008
Beherrschbare Systeme – dank Informatik
Band 2

P-135 Torsten Brinda, Michael Fothe,
Peter Hubwieser, Kirsten Schlüter (Hrsg.)
Didaktik der Informatik –
Aktuelle Forschungsergebnisse

P-136 Andreas Beyer, Michael Schroeder (Eds.)
German Conference on Bioinformatics
GCB 2008

P-137 Arslan Brömme, Christoph Busch, Detlef
Hühnlein (Eds.)
BIOSIG 2008: Biometrics and Electronic
Signatures

P-138 Barbara Dinter, Robert Winter, Peter
Chamoni, Norbert Gronau, Klaus
Turowski (Hrsg.)
Synergien durch Integration und
Informationslogistik
Proceedings zur DW2008

P-139 Georg Herzwurm, Martin Mikusz (Hrsg.)
Industrialisierung des Software-
Managements
Fachtagung des GI-Fachausschusses
Management der Anwendungsentwick-
lung und -wartung im Fachbereich
Wirtschaftsinformatik

P-140 Oliver Göbel, Sandra Frings, Detlef
Günther, Jens Nedon, Dirk Schadt (Eds.)
IMF 2008 - IT Incident Management &
IT Forensics

P-141 Peter Loos, Markus Nüttgens,
Klaus Turowski, Dirk Werth (Hrsg.)
Modellierung betrieblicher Informations-
systeme (MobIS 2008)
Modellierung zwischen SOA und
Compliance Management

P-142 R. Bill, P. Korduan, L. Theuvsen,
M. Morgenstern (Hrsg.)
Anforderungen an die Agrarinformatik
durch Globalisierung und
Klimaveränderung

P-143 Peter Liggesmeyer, Gregor Engels,
Jürgen Münch, Jörg Dörr,
Norman Riegel (Hrsg.)
Software Engineering 2009
Fachtagung des GI-Fachbereichs
Softwaretechnik



P-144 Johann-Christoph Freytag, Thomas Ruf,
Wolfgang Lehner, Gottfried Vossen
(Hrsg.)
Datenbanksysteme in Business,
Technologie und Web (BTW)

P-145 Knut Hinkelmann, Holger Wache (Eds.)
WM2009: 5th Conference on Professional
Knowledge Management

P-146 Markus Bick, Martin Breunig,
Hagen Höpfner (Hrsg.)
Mobile und Ubiquitäre
Informationssysteme – Entwicklung,
Implementierung und Anwendung
4. Konferenz Mobile und Ubiquitäre
Informationssysteme (MMS 2009)

P-147 Witold Abramowicz, Leszek Maciaszek,
Ryszard Kowalczyk, Andreas Speck (Eds.)
Business Process, Services Computing
and Intelligent Service Management
BPSC 2009 · ISM 2009 · YRW-MBP
2009

P-148 Christian Erfurth, Gerald Eichler,
Volkmar Schau (Eds.)
9th International Conference on Innovative
Internet Community Systems
I2CS 2009

P-149 Paul Müller, Bernhard Neumair,
Gabi Dreo Rodosek (Hrsg.)
2. DFN-Forum
Kommunikationstechnologien
Beiträge der Fachtagung

P-150 Jürgen Münch, Peter Liggesmeyer (Hrsg.)
Software Engineering
2009 - Workshopband

P-151 Armin Heinzl, Peter Dadam, Stefan Kirn,
Peter Lockemann (Eds.)
PRIMIUM
Process Innovation for
Enterprise Software

P-152 Jan Mendling, Stefanie Rinderle-Ma,
Werner Esswein (Eds.)
Enterprise Modelling and Information
Systems Architectures
Proceedings of the 3rd Int‘l Workshop
EMISA 2009

P-153 Andreas Schwill,
Nicolas Apostolopoulos (Hrsg.)
Lernen im Digitalen Zeitalter
DeLFI 2009 – Die 7. E-Learning
Fachtagung Informatik

P-154 Stefan Fischer, Erik Maehle
Rüdiger Reischuk (Hrsg.)
INFORMATIK 2009
Im Focus das Leben

P-155 Arslan Brömme, Christoph Busch,
Detlef Hühnlein (Eds.)
BIOSIG 2009:
Biometrics and Electronic Signatures
Proceedings of the Special Interest Group
on Biometrics and Electronic Signatures

P-156 Bernhard Koerber (Hrsg.)
Zukunft braucht Herkunft
25 Jahre »INFOS – Informatik und
Schule«

P-157 Ivo Grosse, Steffen Neumann,
Stefan Posch, Falk Schreiber,
Peter Stadler (Eds.)
German Conference on Bioinformatics
2009

P-158 W. Claupein, L. Theuvsen, A. Kämpf,
M. Morgenstern (Hrsg.)
Precision Agriculture
Reloaded – Informationsgestützte
Landwirtschaft

P-159 Gregor Engels, Markus Luckey,
Wilhelm Schäfer (Hrsg.)
Software Engineering 2010

P-160 Gregor Engels, Markus Luckey,
Alexander Pretschner, Ralf Reussner
(Hrsg.)
Software Engineering 2010 –
Workshopband
(inkl. Doktorandensymposium)

P-161 Gregor Engels, Dimitris Karagiannis
Heinrich C. Mayr (Hrsg.)
Modellierung 2010

P-162 Maria A. Wimmer, Uwe Brinkhoff,
Siegfried Kaiser, Dagmar Lück-
Schneider, Erich Schweighofer,
Andreas Wiebe (Hrsg.)
Vernetzte IT für einen effektiven Staat
Gemeinsame Fachtagung
Verwaltungsinformatik (FTVI) und
Fachtagung Rechtsinformatik (FTRI) 2010

P-163 Markus Bick, Stefan Eulgem,
Elgar Fleisch, J. Felix Hampe,
Birgitta König-Ries, Franz Lehner,
Key Pousttchi, Kai Rannenberg (Hrsg.)
Mobile und Ubiquitäre
Informationssysteme
Technologien, Anwendungen und
Dienste zur Unterstützung von mobiler
Kollaboration

P-164 Arslan Brömme, Christoph Busch (Eds.)
BIOSIG 2010: Biometrics and Electronic
Signatures Proceedings of the Special
Interest Group on Biometrics and
Electronic Signatures



P-165 Gerald Eichler, Peter Kropf,
Ulrike Lechner, Phayung Meesad,
Herwig Unger (Eds.)
10th International Conference on
Innovative Internet Community Systems
(I2CS) – Jubilee Edition 2010 –

P-166 Paul Müller, Bernhard Neumair,
Gabi Dreo Rodosek (Hrsg.)
3. DFN-Forum Kommunikationstechnologien
Beiträge der Fachtagung

P-167 Robert Krimmer, Rüdiger Grimm (Eds.)
4th International Conference on
Electronic Voting 2010
co-organized by the Council of Europe,
Gesellschaft für Informatik and
E-Voting.CC

P-168 Ira Diethelm, Christina Dörge,
Claudia Hildebrandt,
Carsten Schulte (Hrsg.)
Didaktik der Informatik
Möglichkeiten empirischer
Forschungsmethoden und Perspektiven
der Fachdidaktik

P-169 Michael Kerres, Nadine Ojstersek
Ulrik Schroeder, Ulrich Hoppe (Hrsg.)
DeLFI 2010 - 8. Tagung
der Fachgruppe E-Learning
der Gesellschaft für Informatik e.V.

P-170 Felix C. Freiling (Hrsg.)
Sicherheit 2010
Sicherheit, Schutz und Zuverlässigkeit

P-171 Werner Esswein, Klaus Turowski,
Martin Juhrisch (Hrsg.)
Modellierung betrieblicher
Informationssysteme (MobIS 2010)
Modellgestütztes Management

P-172 Stefan Klink, Agnes Koschmider
Marco Mevius, Andreas Oberweis (Hrsg.)
EMISA 2010
Einflussfaktoren auf die Entwicklung
flexibler, integrierter Informationssysteme
Beiträge des Workshops
der GI-Fachgruppe EMISA
(Entwicklungsmethoden für Infor-
mationssysteme und deren Anwendung)

P-173 Dietmar Schomburg,
Andreas Grote (Eds.)
German Conference on Bioinformatics
2010

P-174 Arslan Brömme, Torsten Eymann,
Detlef Hühnlein, Heiko Roßnagel,
Paul Schmücker (Hrsg.)
perspeGKtive 2010
Workshop „Innovative und sichere
Informationstechnologie für das
Gesundheitswesen von morgen“

P-175 Klaus-Peter Fähnrich,
Bogdan Franczyk (Hrsg.)
INFORMATIK 2010
Service Science – Neue Perspektiven für
die Informatik
Band 1

P-176 Klaus-Peter Fähnrich,
Bogdan Franczyk (Hrsg.)
INFORMATIK 2010
Service Science – Neue Perspektiven für
die Informatik
Band 2

P-177 Witold Abramowicz, Rainer Alt,
Klaus-Peter Fähnrich, Bogdan Franczyk,
Leszek A. Maciaszek (Eds.)
INFORMATIK 2010
Business Process and Service Science –
Proceedings of ISSS and BPSC

P-178 Wolfram Pietsch, Benedikt Krams (Hrsg.)
Vom Projekt zum Produkt
Fachtagung des GI-
Fachausschusses Management der
Anwendungsentwicklung und -wartung
im Fachbereich Wirtschafts-informatik
(WI-MAW), Aachen, 2010

P-179 Stefan Gruner, Bernhard Rumpe (Eds.)
FM+AM`2010
Second International Workshop on
Formal Methods and Agile Methods

P-180 Theo Härder, Wolfgang Lehner,
Bernhard Mitschang, Harald Schöning,
Holger Schwarz (Hrsg.)
Datenbanksysteme für Business,
Technologie und Web (BTW)
14. Fachtagung des GI-Fachbereichs
„Datenbanken und Informationssysteme“
(DBIS)

P-181 Michael Clasen, Otto Schätzel,
Brigitte Theuvsen (Hrsg.)
Qualität und Effizienz durch
informationsgestützte Landwirtschaft,
Fokus: Moderne Weinwirtschaft

P-182 Ronald Maier (Hrsg.)
6th Conference on Professional
Knowledge Management
From Knowledge to Action

P-183 Ralf Reussner, Matthias Grund, Andreas
Oberweis, Walter Tichy (Hrsg.)
Software Engineering 2011
Fachtagung des GI-Fachbereichs
Softwaretechnik

P-184 Ralf Reussner, Alexander Pretschner,
Stefan Jähnichen (Hrsg.)
Software Engineering 2011
Workshopband
(inkl. Doktorandensymposium)



P-185 Hagen Höpfner, Günther Specht,
Thomas Ritz, Christian Bunse (Hrsg.)
MMS 2011: Mobile und ubiquitäre
Informationssysteme Proceedings zur
6. Konferenz Mobile und Ubiquitäre
Informationssysteme (MMS 2011)

P-186 Gerald Eichler, Axel Küpper,
Volkmar Schau, Hacène Fouchal,
Herwig Unger (Eds.)
11th International Conference on
Innovative Internet Community Systems
(I2CS)

P-187 Paul Müller, Bernhard Neumair,
Gabi Dreo Rodosek (Hrsg.)
4. DFN-Forum Kommunikations-
technologien, Beiträge der Fachtagung
20. Juni bis 21. Juni 2011 Bonn

P-188 Holger Rohland, Andrea Kienle,
Steffen Friedrich (Hrsg.)
DeLFI 2011 – Die 9. e-Learning
Fachtagung Informatik
der Gesellschaft für Informatik e.V.
5.–8. September 2011, Dresden

P-189 Thomas, Marco (Hrsg.)
Informatik in Bildung und Beruf
INFOS 2011
14. GI-Fachtagung Informatik und Schule

P-190 Markus Nüttgens, Oliver Thomas,
Barbara Weber (Eds.)
Enterprise Modelling and Information
Systems Architectures (EMISA 2011)

P-191 Arslan Brömme, Christoph Busch (Eds.)
BIOSIG 2011
International Conference of the
Biometrics Special Interest Group

P-192 Hans-Ulrich Heiß, Peter Pepper, Holger
Schlingloff, Jörg Schneider (Hrsg.)
INFORMATIK 2011
Informatik schafft Communities

P-193 Wolfgang Lehner, Gunther Piller (Hrsg.)
IMDM 2011

P-194 M. Clasen, G. Fröhlich, H. Bernhardt,
K. Hildebrand, B. Theuvsen (Hrsg.)
Informationstechnologie für eine
nachhaltige Landbewirtschaftung
Fokus Forstwirtschaft

P-195 Neeraj Suri, Michael Waidner (Hrsg.)
Sicherheit 2012
Sicherheit, Schutz und Zuverlässigkeit
Beiträge der 6. Jahrestagung des
Fachbereichs Sicherheit der
Gesellschaft für Informatik e.V. (GI)

P-196 Arslan Brömme, Christoph Busch (Eds.)
BIOSIG 2012
Proceedings of the 11th International
Conference of the Biometrics Special
Interest Group

P-197 Jörn von Lucke, Christian P. Geiger,
Siegfried Kaiser, Erich Schweighofer,
Maria A. Wimmer (Hrsg.)
Auf dem Weg zu einer offenen, smarten
und vernetzten Verwaltungskultur
Gemeinsame Fachtagung
Verwaltungsinformatik (FTVI) und
Fachtagung Rechtsinformatik (FTRI)
2012

P-198 Stefan Jähnichen, Axel Küpper,
Sahin Albayrak (Hrsg.)
Software Engineering 2012
Fachtagung des GI-Fachbereichs
Softwaretechnik

P-199 Stefan Jähnichen, Bernhard Rumpe,
Holger Schlingloff (Hrsg.)
Software Engineering 2012
Workshopband

P-200 Gero Mühl, Jan Richling, Andreas
Herkersdorf (Hrsg.)
ARCS 2012 Workshops

P-201 Elmar J. Sinz Andy Schürr (Hrsg.)
Modellierung 2012

P-202 Andrea Back, Markus Bick,
Martin Breunig, Key Pousttchi,
Frédéric Thiesse (Hrsg.)
MMS 2012:Mobile und Ubiquitäre
Informationssysteme

P-203 Paul Müller, Bernhard Neumair,
Helmut Reiser, Gabi Dreo Rodosek (Hrsg.)
5. DFN-Forum Kommunikations-
technologien
Beiträge der Fachtagung

P-204 Gerald Eichler, Leendert W. M.
Wienhofen, Anders Kofod-Petersen,
Herwig Unger (Eds.)
12th International Conference on
Innovative Internet Community Systems
(I2CS 2012)

P-205 Manuel J. Kripp, Melanie Volkamer,
Rüdiger Grimm (Eds.)
5th International Conference on Electronic
Voting 2012 (EVOTE2012)
Co-organized by the Council of Europe,
Gesellschaft für Informatik and E-Voting.CC

P-206 Stefanie Rinderle-Ma,
Mathias Weske (Hrsg.)
EMISA 2012
Der Mensch im Zentrum der Modellierung

P-207 Jörg Desel, Jörg M. Haake,
Christian Spannagel (Hrsg.)
DeLFI 2012: Die 10. e-Learning
Fachtagung Informatik der Gesellschaft
für Informatik e.V.
24.–26. September 2012



P-208 Ursula Goltz, Marcus Magnor,
Hans-Jürgen Appelrath, Herbert Matthies,
Wolf-Tilo Balke, Lars Wolf (Hrsg.)
INFORMATIK 2012

P-209 Hans Brandt-Pook, André Fleer, Thorsten
Spitta, Malte Wattenberg (Hrsg.)
Nachhaltiges Software Management

P-210 Erhard Plödereder, Peter Dencker,
Herbert Klenk, Hubert B. Keller,
Silke Spitzer (Hrsg.)
Automotive – Safety & Security 2012
Sicherheit und Zuverlässigkeit für
automobile Informationstechnik

P-211 M. Clasen, K. C. Kersebaum, A.
Meyer-Aurich, B. Theuvsen (Hrsg.)
Massendatenmanagement in der
Agrar- und Ernährungswirtschaft
Erhebung - Verarbeitung - Nutzung
Referate der 33. GIL-Jahrestagung
20. – 21. Februar 2013, Potsdam

P-212 Arslan Brömme, Christoph Busch (Eds.)
BIOSIG 2013
Proceedings of the 12th International
Conference of the Biometrics
Special Interest Group
04.–06. September 2013
Darmstadt, Germany

P-213 Stefan Kowalewski,
Bernhard Rumpe (Hrsg.)
Software Engineering 2013
Fachtagung des GI-Fachbereichs
Softwaretechnik

P-214 Volker Markl, Gunter Saake, Kai-Uwe
Sattler, Gregor Hackenbroich, Bernhard Mit
schang, Theo Härder, Veit Köppen (Hrsg.)
Datenbanksysteme für Business,
Technologie und Web (BTW) 2013
13. – 15. März 2013, Magdeburg

P-215 Stefan Wagner, Horst Lichter (Hrsg.)
Software Engineering 2013
Workshopband
(inkl. Doktorandensymposium)
26. Februar – 1. März 2013, Aachen

P-216 Gunter Saake, Andreas Henrich,
Wolfgang Lehner, Thomas Neumann,
Veit Köppen (Hrsg.)
Datenbanksysteme für Business,
Technologie und Web (BTW) 2013 –
Workshopband
11. – 12. März 2013, Magdeburg

P-217 Paul Müller, Bernhard Neumair, Helmut
Reiser, Gabi Dreo Rodosek (Hrsg.)
6. DFN-Forum Kommunikations-
technologien
Beiträge der Fachtagung
03.–04. Juni 2013, Erlangen

P-218 Andreas Breiter, Christoph Rensing (Hrsg.)
DeLFI 2013: Die 11 e-Learning
Fachtagung Informatik der Gesellschaft
für Informatik e.V. (GI)
8. – 11. September 2013, Bremen

P-219 Norbert Breier, Peer Stechert,
Thomas Wilke (Hrsg.)
Informatik erweitert Horizonte
INFOS 2013
15. GI-Fachtagung Informatik und Schule
26. – 28. September 2013

P-220 Matthias Horbach (Hrsg.)
INFORMATIK 2013
Informatik angepasst an Mensch,
Organisation und Umwelt
16. – 20. September 2013, Koblenz

P-221 Maria A. Wimmer, Marijn Janssen,
Ann Macintosh, Hans Jochen Scholl,
Efthimios Tambouris (Eds.)
Electronic Government and
Electronic Participation
Joint Proceedings of Ongoing Research of
IFIP EGOV and IFIP ePart 2013
16. – 19. September 2013, Koblenz

P-222 Reinhard Jung, Manfred Reichert (Eds.)
Enterprise Modelling
and Information Systems Architectures
(EMISA 2013)
St. Gallen, Switzerland
September 5. – 6. 2013

P-223 Detlef Hühnlein, Heiko Roßnagel (Hrsg.)
Open Identity Summit 2013
10. – 11. September 2013
Kloster Banz, Germany

P-224 Eckhart Hanser, Martin Mikusz, Masud
Fazal-Baqaie (Hrsg.)
Vorgehensmodelle 2013
Vorgehensmodelle – Anspruch und
Wirklichkeit
20. Tagung der Fachgruppe
Vorgehensmodelle im Fachgebiet
Wirtschaftsinformatik (WI-VM) der
Gesellschaft für Informatik e.V.
Lörrach, 2013

P-225 Hans-Georg Fill, Dimitris Karagiannis,
Ulrich Reimer (Hrsg.)
Modellierung 2014
19. – 21. März 2014, Wien

P-226 M. Clasen, M. Hamer, S. Lehnert,
B. Petersen, B. Theuvsen (Hrsg.)
IT-Standards in der Agrar- und
Ernährungswirtschaft Fokus: Risiko- und
Krisenmanagement
Referate der 34. GIL-Jahrestagung
24. – 25. Februar 2014, Bonn



P-227 Wilhelm Hasselbring,
Nils Christian Ehmke (Hrsg.)
Software Engineering 2014
Fachtagung des GI-Fachbereichs
Softwaretechnik
25. – 28. Februar 2014
Kiel, Deutschland

P-228 Stefan Katzenbeisser, Volkmar Lotz,
Edgar Weippl (Hrsg.)
Sicherheit 2014
Sicherheit, Schutz und Zuverlässigkeit
Beiträge der 7. Jahrestagung des
Fachbereichs Sicherheit der
Gesellschaft für Informatik e.V. (GI)
19. – 21. März 2014, Wien

P-229 Dagmar Lück-Schneider, Thomas
Gordon, Siegfried Kaiser, Jörn von
Lucke,Erich Schweighofer, Maria
A.Wimmer, Martin G. Löhe (Hrsg.)
Gemeinsam Electronic Government
ziel(gruppen)gerecht gestalten und
organisieren
Gemeinsame Fachtagung
Verwaltungsinformatik (FTVI) und
Fachtagung Rechtsinformatik (FTRI)
2014, 20.-21. März 2014 in Berlin

P-230 Arslan Brömme, Christoph Busch (Eds.)
BIOSIG 2014
Proceedings of the 13th International
Conference of the Biometrics Special
Interest Group
10. – 12. September 2014 in
Darmstadt, Germany

P-231 Paul Müller, Bernhard Neumair,
Helmut Reiser, Gabi Dreo Rodosek
(Hrsg.)
7. DFN-Forum
Kommunikationstechnologien
16. – 17. Juni 2014
Fulda

P-232 E. Plödereder, L. Grunske, E. Schneider,
D. Ull (Hrsg.)
INFORMATIK 2014
Big Data – Komplexität meistern
22. – 26. September 2014
Stuttgart

P-233 Stephan Trahasch, Rolf Plötzner, Gerhard
Schneider, Claudia Gayer, Daniel Sassiat,
Nicole Wöhrle (Hrsg.)
DeLFI 2014 – Die 12. e-Learning
Fachtagung Informatik
der Gesellschaft für Informatik e.V.
15. – 17. September 2014
Freiburg

P-234 Fernand Feltz, Bela Mutschler, Benoît
Otjacques (Eds.)
Enterprise Modelling and Information
Systems Architectures
(EMISA 2014)
Luxembourg, September 25-26, 2014

P-235 Robert Giegerich,
Ralf Hofestädt,
Tim W. Nattkemper (Eds.)
German Conference on
Bioinformatics 2014
September 28 – October 1
Bielefeld, Germany

P-236 Martin Engstler, Eckhart Hanser,
Martin Mikusz, Georg Herzwurm (Hrsg.)
Projektmanagement und
Vorgehensmodelle 2014
Soziale Aspekte und Standardisierung
Gemeinsame Tagung der Fachgruppen
Projektmanagement (WI-PM) und
Vorgehensmodelle (WI-VM) im
Fachgebiet Wirtschaftsinformatik der
Gesellschaft für Informatik e.V., Stuttgart
2014

P-237 Detlef Hühnlein, Heiko Roßnagel (Hrsg.)
Open Identity Summit 2014
4.–6. November 2014
Stuttgart, Germany

P-238 Arno Ruckelshausen, Hans-Peter
Schwarz, Brigitte Theuvsen (Hrsg.)
Informatik in der Land-, Forst- und
Ernährungswirtschaft
Referate der 35. GIL-Jahrestagung
23. – 24. Februar 2015, Geisenheim

P-239 Uwe Aßmann, Birgit Demuth, Thorsten
Spitta, Georg Püschel, Ronny Kaiser
(Hrsg.)
Software Engineering & Management
2015
17.-20. März 2015, Dresden

P-240 Herbert Klenk, Hubert B. Keller, Erhard
Plödereder, Peter Dencker (Hrsg.)
Automotive – Safety & Security 2015
Sicherheit und Zuverlässigkeit für
automobile Informationstechnik
21.–22. April 2015, Stuttgart

P-241 Thomas Seidl, Norbert Ritter,
Harald Schöning, Kai-Uwe Sattler,
Theo Härder, Steffen Friedrich,
Wolfram Wingerath (Hrsg.)
Datenbanksysteme für Business,
Technologie und Web (BTW 2015)
04. – 06. März 2015, Hamburg



P-242 Norbert Ritter, Andreas Henrich,
Wolfgang Lehner, Andreas Thor,
Steffen Friedrich, Wolfram Wingerath
(Hrsg.)
Datenbanksysteme für Business,
Technologie und Web (BTW 2015) –
Workshopband
02. – 03. März 2015, Hamburg

P-243 Paul Müller, Bernhard Neumair, Helmut
Reiser, Gabi Dreo Rodosek (Hrsg.)
8. DFN-Forum
Kommunikationstechnologien
06.–09. Juni 2015, Lübeck

P-244 Alfred Zimmermann,
Alexander Rossmann (Eds.)
Digital Enterprise Computing
(DEC 2015)
Böblingen, Germany June 25-26, 2015

P-245 Arslan Brömme, Christoph Busch ,
Christian Rathgeb, Andreas Uhl (Eds.)
BIOSIG 2015
Proceedings of the 14th International
Conference of the Biometrics Special
Interest Group
09.–11. September 2015
Darmstadt, Germany

P-246 Douglas W. Cunningham, Petra Hofstedt,
Klaus Meer, Ingo Schmitt (Hrsg.)
INFORMATIK 2015
28.9.-2.10. 2015, Cottbus

P-247 Hans Pongratz, Reinhard Keil (Hrsg.)
DeLFI 2015 – Die 13. E-Learning
Fachtagung Informatik der Gesellschaft
für Informatik e.V. (GI)
1.–4. September 2015
München

P-248 Jens Kolb, Henrik Leopold, Jan Mendling
(Eds.)
Enterprise Modelling and Information
Systems Architectures
Proceedings of the 6th Int. Workshop on
Enterprise Modelling and Information
Systems Architectures, Innsbruck, Austria
September 3-4, 2015

P-249 Jens Gallenbacher (Hrsg.)
Informatik
allgemeinbildend begreifen
INFOS 2015 16. GI-Fachtagung
Informatik und Schule
20.–23. September 2015

P-250 Martin Engstler, Masud Fazal-Baqaie,
Eckhart Hanser, Martin Mikusz,
Alexander Volland (Hrsg.)
Projektmanagement und
Vorgehensmodelle 2015
Hybride Projektstrukturen erfolgreich
umsetzen
Gemeinsame Tagung der Fachgruppen
Projektmanagement (WI-PM) und
Vorgehensmodelle (WI-VM) im
Fachgebiet Wirtschaftsinformatik
der Gesellschaft für Informatik e.V.,
Elmshorn 2015

P-251 Detlef Hühnlein, Heiko Roßnagel,
Raik Kuhlisch, Jan Ziesing (Eds.)
Open Identity Summit 2015
10.–11. November 2015
Berlin, Germany

P-252 Jens Knoop, Uwe Zdun (Hrsg.)
Software Engineering 2016
Fachtagung des GI-Fachbereichs
Softwaretechnik
23.–26. Februar 2016, Wien

P-253 A. Ruckelshausen, A. Meyer-Aurich,
T. Rath, G. Recke, B. Theuvsen (Hrsg.)
Informatik in der Land-, Forst- und
Ernährungswirtschaft
Fokus: Intelligente Systeme – Stand der
Technik und neue Möglichkeiten
Referate der 36. GIL-Jahrestagung
22.-23. Februar 2016, Osnabrück

P-254 Andreas Oberweis, Ralf Reussner (Hrsg.)
Modellierung 2016
2.–4. März 2016, Karlsruhe

P-255 Stefanie Betz, Ulrich Reimer (Hrsg.)
Modellierung 2016 Workshopband
2.–4. März 2016, Karlsruhe

P-256 Michael Meier, Delphine Reinhardt,
Steffen Wendzel (Hrsg.)
Sicherheit 2016
Sicherheit, Schutz und Zuverlässigkeit
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