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Abstract: Machine Learning (ML) based AI applications are increasingly used in various fields and
domains. Despite the enormous and promising capabilities of ML, the inherent lack of robustness,
explainability and transparency limits the potential use cases of AI systems. In particular, within every
safety or security critical area, such limitations require risk considerations and audits to be compliant
with the prevailing safety and security demands. Unfortunately, existing standards and audit schemes
do not completely cover the ML specific issues and lead to challenging or incomplete mapping of the
ML functionality to the existing methodologies. Thus, we propose a generalized audit framework for
ML based AI applications (GAFAI) as an anticipation and assistance to achieve auditability. This
conceptual risk and requirement driven approach based on sets of generalized requirements and their
corresponding application specific refinements as contributes to close the gaps in auditing AI.
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1 Introduction

While Artificial Intelligence (AI) systems already enhance daily life in various ways, e. g. by
virtual assistants [KB18; TD19], in navigation [GM21] or marketing [MS20], there are areas
of application, where AI can lead to severe risks. Such areas, e. g. the medical or automotive
sector, demand high levels of safety and security. In contrast to traditional software, the data
driven approach of AI lead to unsatisfactory trustworthiness and pending standards and
norms. The lack of i. e. uncertain robustness and explainability, impede safety and security
critical applications. Even though standards and norms are still in the development stage,
additional audit frameworks can already be a crucial contribution to strengthen the trust in
AI systems [To20].
Standards and norms form the groundwork for (AI) audits. They define requirements for
the systems, which are assessed during the audit process to verify the conformity. The
German Standardization Roadmap on AI published a survey [De20] investigating the
field of AI standardization and specification. Its goal is to shape the industrial sector to
enhance usage and development of AI. The publication introduces five recommendations
for action, i.a. proposing a certification program to counteract the identified shortcoming of
standardized testing procedures and reproducible assessments of AI systems. In April 2021
the European Union proposed their legal framework on AI regulation (EU AI Act) [AIA21].
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This risk-based approach formulates specifications and liabilities for a safe, secure and fair
development and usage of AI systems The stated requirements are high-level and shall cover
a broad range of different domains, especially targeting high-risk applications. It might be
the foundation for following legislation, standards and norms.
A specific guidance for system assessment is proposed in the Ethics Guidelines for
Trustworthy AI published in 2019 [Hi19] by the High-Level Expert Group on AI. This part
of the EU Commission’s Digital Strategy deals with the fundamentals and obligations of
ethical and robust AI. For the realization of corresponding systems, seven high-level key
requirements are proposed. The document also touches the imposing of the requirements
with technical and non-technical methods. Based on the key requirements, an assessment
list in form of a questionnaire gives guidance on how to achieve trustworthy AI. In 2021
the Fraunhofer IAIS proposed an AI audit catalogue [Po21], which provides guidance
for developers to create trustworthy AI systems and assistance for the assessment of
trustworthiness. The introduced four-step procedure is risk-based, demands a technical
oriented approach with measurable objectives as indication for a system’s trustworthiness
and considers the entire AI lifecycle. The Institute of Public Auditors in Germany (IDW) draft
for an assessment standard for AI systems [In22] is based on the International Standard on
Assurance Engagements (ISAE) «000. It specifies high-level requirements regarding ethics,
traceability, security and performance for voluntary audits of AI systems. Requirement
assessing audit procedures are described without touching on specified technical methods.
Akula et al. propose AI Algorithm Audit [AG21], a general audit structure consisting of
seven phases representing different degrees of freedom for the auditor. The phase is chosen
based on the specific use case and its risk potential. They range from no access to the model
and solely usage of checklists to full white-box access to the AI system. Specifically for
the security of AI systems used in cloud environments, the Federal Office for Information
Security (BSI) formulated the AIC» [Bu21]. It states minimal requirements for the secure
implementation of cloud-based machine learning and gives perspective on how such systems
can be audited. The evaluation of AI-based clinical decision support systems is discussed
in [Ma19]. Besides a depiction of the current state-of-the-art of AI evaluation in healthcare,
the key challenges of evaluation and their solutions are outlined. In 2021, the BSI published
a whitepaper about audits of safety critical AI systems [Be21]. The document focuses on
the assessment of security and robustness of the audited system, again with special regard
to the AI life cycle.
In addition to the audit structure, the method of each audit step is important. Accountability
audits for AI systems based on knowledge graphs as proposed in [Na21] can provide clarity
to questions related to liability. Ethical concerns can be targeted using process structures
such as ethical-based auditing [Mö21]. A metric-oriented solutions such as the toolkit
proposed in [Sa18] is designed to help determine bias in datasets and system decisions.
An empirical evaluation regarding security concerns, e.g. based on robustness metrics,
as introduced in [BFR17] can help assessing the status quo and allow cross-comparison
to other systems as well. Last but not least, a structured safety case based on stringent
argumentation as proposed in [Mo21] is necessary for a correct, complete and successful
audit process.
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One of the key contributions of this paper is the introduction of a structured and generalized
framework for the challenging task of AI audits. It is designed to provide guidance on all
levels of an audit from the definition of general high-level safety and security requirements
to the evaluation of metric-based test results for robustness, interpretability and data privacy.
Specifically, it enables the creation of a set of general requirements that are transferable
between different use cases, this not only drastically decreases the effort of subsequent
audits, but also provides the ability of comparison between audits, which can be useful for
re-audits of the same system after a retraining the Machine Learning (ML) model.

2 Auditable Characteristics of AI Systems

Due to the special characteristics of AI systems, robustness and interpretability play a
crucial role for safety and security, but also other topics such as ethics, fairness and privacy
are affected. Hence, these are subject matter to the audit process in order to establish trust
and enable the application in critical domains. Even though these aspects are equally as
important to the audit process, in the scope of this paper, we focus on auditing the robustness,
interpretability and privacy of AI systems and leave the remaining aspects to be discussed
in future research.
Robustness has been proven to be a challenge for ML models. They tend to be susceptible
to slight changes to their input such as natural perturbations, out-of-distribution data and
adversarial attacks [GSS1»]. Natural perturbations are changes to the input that occur
naturally within the operational environment of the system, e. g. different lighting or weather
conditions. Whereas adversarial attacks [GSS1»] are carefully crafted perturbations designed
to trigger an incorrect behaviour of the ML model. Due to the non-linearity and complexity
of ML models, the formal verification of robustness is not yet scalable to commonly used
large AI models and datasets [LXL20]. Increasing the complexity of auditing AI systems.
ML models are considered black boxes, as there is only limited insight into their decision
making process. However, recently a lot of research emerged, to enhance the insight into
this process with methods such as LRP [La15], LIME [RSG16] or Grad-CAM [Se16].
These methods determine specific features within the input data of a model with the highest
influence on the model’s decision.

3 Audit Evidences and Documentation

In this chapter, the necessary evidences and documentations needed for AI system audits
are discussed. These components are the foundation for the verdict of the audit. Due to
the special characteristics of AI systems, these evidences and documentations differ in
comparison to traditional non-AI based software systems.
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3.1 Entire System

ML models are often embedded within traditional software systems that are operated within
specific environments. The system environment influences the robustness of the ML model
as it may carry constraints (e. g. access limitations to the system) or specific environmental
conditions that have to be reflected in the training data (e. g. specific weather conditions).
This may have an impact functionality and robustness of the ML model. Therefore, a
documentation of these interactions and the system environment has to be provided during
an audit.

3.2 AI Life Cycle

The AI life cycle consists of a design phase, a development phase and the final deployment
of the system. During design phase, the foundation for the ML model such as data sources,
model architecture are decided and documented. In some cases a risk assessment or
applicable norms and standards, are used to derive relevant security and safety requirements
for the entire system. In combination with applicable norms and standards, this provides
additional guidance for an audit in regard to necessary tests and possible boundary values
and thresholds.
During the development phase the ML model is trained and functional tests are performed.
Depending on the architecture of the entire system additional testing (i. e. integration tests)
of the ML model integrated into different software of hardware levels of the entire system are
executed. Documentation and tracking of the training process and performed test, enables an
auditor to gain insight into whether relevant safety and security requirements were adhered
to, suitable mitigation strategies were implemented and sufficient tests were performed.
Depending on norms and standards of the operational domain of the system, monitoring
the system and ML model is necessary. Monitoring the system is beneficial to identify/log,
mitigate and retrace malfunctions and attacks. Since this has an impact on the robustness
and reliability of the system, the implementation and documentation of these mechanisms
shall be evaluated during the audit.

3.3 Data

In supervised ML a model bases its functionality upon the data it is trained on. Therefore, it
has to be ensured that the quality of the data is high, meaning it does not contain any errors
and is representative of the operational domain. If the data quality is not sufficient, the model
is less robust, i. e. it is more vulnerable to out-of-distribution data, natural perturbations and
adversarial attacks. Due to this, a consistent documentation of the data and of any performed
pre-processing, should be provided to the auditors.
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4 Generalized Audit Framework for AI Systems

In this section, we propose a Generalized Audit Framework for AI (GAFAI), an ML
evaluation approach which can be tailored to arbitrary use cases. Due to the variety of use
cases and architectures, it is often not practical to define a universal audit process. GAFAI
aims to fill this gap by providing a framework for an generalized audit process and guidance
to tailor the requirements for specific use-cases. The generalized approach also enables
the auditor to re-use sets of requirements for a class of similar behaving use-cases and
applications. Figure 1 presents a schematic overview on the process. For each step, several
activities have to be performed which are described in the following.

Fig. 1ȷ Schematic overview about the main stages of the generalized audit process.

4.1 Scoping

The audit process starts with a scoping phase performed as a workshops between auditors
and the organization developing the audited system. Information about the system and the
intended application environment is provided to the auditors in order to derive the assets of
the application and any safety and security related threats and hazards. An asset can be any
claim or functionality of the system (e.g. correct detection of an object, sensitive data etc.).
Once the assets are defined, an examination is performed to reveal potential threats and
hazards might occur during the life cycle. Each threat and hazard is assigned to the asset it
could affect. Finally, based on the provided information and the derived AI specific risk
level and tolerable residual risk, a set of requirements is defined that is sufficient to cover
the prior examined threats and hazards. Each threat and hazard shall be covered by at least
one requirement.
The requirements are formulated as high-level technical requirements (general requirement)
that leave room for more in depth refinement during the test specification phase (specific
requirement). The advantage of the approach is, to keep a certain level of flexibility and
reuse of requirements for an class of application providing a similar functionality. The
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Fig. 2ȷ Schematic overview of the generalized scoping process showing an exemplary definition of
assets, Threats/Hazards, Requirements and their mapping.

next figure show the entire scoping process. At this stage, the modelling of Threats and
Hazards are unspecific and contain only a generic description about the potential impact
to the assets. The Threat/Hazard model will be substantiated within the requirement(s)
mapped to the Threat/Hazard. As an example, consider a access control system based on
biometric feature recognition (e.g. iris or face recognition). An assumptive attacker might
conduct an adversarial attack on the image recognition model to circumvent the access
control. Due to restrictions from application policy, the system shall operate only within a
defined time window, range of brightness and noise conditions. Thus, an requirement shall
consider the effort and the degrees of freedom of an attacker. Furthermore, for the sake of
plausibility, only the relevant parts of the image shall be taken into account for decision. An
exemplary requirement might be formulated as “The ML model shall be resistant to white

box adversarial attacks at constraints.” for the Threat „Adversarial“ and “The ML model
shall use no more than percentage of the background information for classification.” for the
Hazard „Plausibility“. The requirements demand that the system shall be resistant against
white box attacks considering specific constraints and shall not utilize the background
information of the image for the decision process. However, it does not state the level of
resistance or defines the type of white box adversarial attacks or the constraints. The italic
text symbolises a variable to be specified later for the actual system and application.

4.2 Evidence Inspection

After the scoping phase, the auditees shall provide the relevant evidence to the auditors. A
list of evidences needed for testing and auditing the system in support of the formulated
requirements and the desired test depth is compiled and agreed upon by both parties. For
example, these evidences may consist of code, documentation, copies of models or even an
entire virtual environment of the system. Since the provided evidences are the basis of the
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audit outcome, they have to be selected carefully.
Upon receiving, the evidences have to be closely inspected to answer the following questionsȷ
Does the provided evidence reflect the information provided during scoping phase? Is the
provided evidence sufficient to support the requirement? If the auditors conclude that the
first question can not be affirmed, the auditors and the auditee have to reenter scoping phase
and adjust the risk assessment and requirements. If, after inspection the verdict states that
the second question can not be affirmed, additional evidence has to be provided in order to
enable testing.

4.3 Test Specification

After collection and sighting of all relevant evidences and definition of requirements is
finished, the specific tests and audit activities for each requirement is constructed. For some
of the generalized requirements a refinement may be necessary by specifying thresholds
or boundary values, such as error rates or perturbation boundaries. For definition, the
documentation of the system and domain experts shall be consulted by the auditors. Coming
back to the example requirement defined in Section ».1. It may be refined by specifying
the type of attack the model and constraints shall be tested againstȷ “The model shall be
resistant against PGD attack 𝜖 = 0.5 for 500 input samples at min. and max. brightness
condition” and “The ML model shall use no more than 10% of the background information
for classification.” An suitable method to test the second requirement could be based on
methods form the filed of Explainable Artificial Intelligence (XAI) (e.g. GradCam). Based
on this specification, technical tests in which the ML model is tested against adversarial
robustness and checked for plausibility calculated is defined. The specific refinements of

Fig. «ȷ Schematic overview of the mapping between specific requirements and their corresponding
tests.

the general requirement reflect the use-case specific demands on the required security and
saftey levels and the residual risk determined during the scoping phase. However, due to
limitations of robustness estimation and the incomplete verification methods for ML models,
some requirements might not be covered by testing. For instance, Norms and Standards
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within high risk automotive applications require extensive (formal) verification testing
which can not be met completely by using ML methods.

4.4 Test Execution

During test execution phase the tests corresponding to the prior defined requirements are
performed by the auditors.The methods and metrics calculated shall be state-of-the-art, e. g.
in the area of adversarial attacks or XAI. Aim of the test execution is to prove whether the
AI system met the requirements. Specifically, the test execution against the prior described
exemplary requirement shall prove that within the operating conditions, a successful attack
is not possible or unlikely and the background information used for decision is under the
specified threshold. Metric-based tests are executed with qualified testing tools suitable for
the architecture and data of the system. If applicable for the use case, the metrics shall also
covering (non-ML related) requirements from existing Standards and Norms. Tests based
on the review of evidences such as documentation or code, shall be done with respect to
the specified requirements. All tests shall be performed exclusively by qualified personnel
preventing manipulation and ensuring high quality of test results.

4.5 Test Result Evaluation

After test execution, the auditors have to check whether each test result meets the requirement
it was derived from. Each result must be accompanied by a estimation of the residual risk.
For tests that require documentation review, available information is interpreted and judged
whether the conditions stated in the requirement are fulfilled. For technical metric-based
tests, the resulting metrics have to be analyzed and interpreted in regards to the boundaries
and acceptance criteria derived during test specification phase. After the tests for each
requirement are assessed and evaluated, a final verdict is given by the auditors, whether the
system passes or fails the audit. A concluding audit report documents the entire process,
generalized and specific requirements, test specification and execution as well as test results,
their evaluation and the final verdict.

5 Discussion and Future Work

Auditing AI systems is a challenging task that is not entirely generalizable for arbitrary
systems. GAFAI generalizes an AI-specific audit process, by defining a structured approach
from the definition of high level requirements to the evaluation of specific tests.
General requirements defined during the scoping phase have high potential to be transferable
between different systems. Thus, a set of general requirements throughout several different
audits could reduce the effort of following AI audits. The generalized set could also be
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refined into smaller subsets applicable to certain domains or architectures. Additionally,
such sets of requirements provide a basis for the comparison between different audits.
However, a structured approach of integrating updates and online learning AI systems into
the audit process, remains open. Because ML models are data driven any retraining or
operational domain shifts, impact their functionality and robustness. Resulting in a need
for re-auditing the entire system.Further, AI-specific norms and regulations are needed to
enhance the overall auditability of AI systems. Especially, for aspects such as ethical and
legal implications, regulations are needed to guide the evaluation of fairness metrics.
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