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Abstract: To benchmark novel classification algorithms, these algorithms should be evaluated on data
with characteristics that also appear in real-world use cases. Important data characteristics that often
lead to challenges for classification approaches are multi-class imbalance and heterogeneous groups.
Heterogeneous groups are sets of real-world entities, where the classification patterns may vary among
different groups and where the groups are typically imbalanced in the data. Real-world data that
comprise these characteristics are usually not publicly available, e. g., because they constitute sensitive
patient information or due to privacy concerns. Further, the manifestations of the characteristics cannot
be controlled specifically on real-world data. A more rigorous approach is to synthetically generate data
such that different manifestations of the characteristics can be controlled as well. However, existing
data generators are not able to generate data that feature both data characteristics, i. e., multi-class
imbalance and heterogeneous groups. In this paper, we propose an approach that fills this gap as it
allows to synthetically generate data that exhibit both characteristics. We make use of a taxonomy
model that organizes real-world entities in domain-specific heterogeneous groups to generate data
reflecting the characteristics of these groups. Further, we incorporate probability distributions to
reflect the imbalances of multiple classes and groups from real-world use cases. The evaluation shows
that our approach can generate data that feature the data characteristics multi-class imbalance and
heterogeneous groups and that it allows to control different manifestations of these characteristics.
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1 Introduction

Data are the basis to evaluate and benchmark classification algorithms. For such benchmarks,
algorithms should be evaluated on data that reflect characteristics that also appear in real-
world use cases. Besides general characteristics, such as the number of data instances, features,
or classes, we focus on characteristics that lead to significant challenges for classification
algorithms and that are present in many real-world use cases. According to major literature in
this field, two of the most challenging data characteristics aremulti-class imbalance [HG09,
Ga12,WY12] and heterogeneous groups [SWK09,HRM19,Me21, SG21]. Multi-class
imbalance means that the data contains multiple classes that are unevenly distributed [HG09].
This leads to the challenge that less frequent classes are typically ignored by classification
algorithms [WY12]. We define groups as specific sets of real-world entities, e. g., genders,
ethnic groups [SG21], or product groups [HRM19]. These groups are usually heterogeneous
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in real-world data in the sense that classification patterns may vary among the groups and that
the groups are imbalanced in the data [HRM19,Me21,SG21]. This leads to very different
analysis results when performing the same analysis on the entire data or on each group
separately [Me21,SG21]. Both characteristics together are present in several use cases, e. g.,
in use cases across the industrial value chain [KBT11,Su14,Wu16,KM16,HRM19,Gr22]
or in medical use cases [KU15,SGG18,Ch20,MGTM20,SG21].

However, it is typically not possible to obtain representative benchmark data that contain
both a multi-class imbalance and heterogeneous groups. Real-world datasets are usually
not publicly available, e. g., because they constitute sensitive patient information or due to
privacy concerns. Obtaining data from publicly available repositories, e. g., OpenML [Va14],
is also not a feasible option, since they do not reflect both characteristics to the same extent as
they occur in data of real-world use cases. To make meaningful evaluations and benchmarks
of classification algorithms, it should furthermore be possible to control the manifestations
of both characteristics in the data, i. e., the degree of class imbalance or the heterogeneity
and imbalance of domain-specific groups. This is however neither possible with individual
real-world datasets nor with data from common repositories. Therefore, a more rigorous
approach is to generate synthetic data with both multi-class imbalance and heterogeneous
groups. Existing data generators (e. g., [SH05,Fr11,FS18, Ig19,Gu03]) are able to generate
data characteristics that are based on statistical properties. That is, they can generate data
with different degrees of multi-class imbalance. Yet, to generate data with heterogeneous
groups, domain knowledge about the groups from real-world application domains is required.
However, existing data generators do not use such domain knowledge and thus are not able
to generate data with heterogeneous groups. In addition, when the data to be generated has
to contain both a multi-class imbalance and heterogeneous groups, a data generator has to
ensure that all dependencies between both data characteristics are properly reflected within
the data. For instance, the class imbalance not only has to be reflected within the whole
dataset, but also within each subset of the respective groups.

In this paper, we propose an approach to generate data synthetically that mitigates the
drawbacks of existing data generators and publicly available data repositories. That is, our
approach is capable of generating numerical and categorical data with both multi-class
imbalance and heterogeneous groups. An important design guideline of our approach is the
applicability in many different domains. Our contributions include the following:

• Our approach is the first that is capable of generating numerical and categorical data
with domain-specific heterogeneous groups. To realize this, we use a taxonomy that
organizes such groups in a hierarchical structure. A taxonomy is the simplest form of
knowledge models and can thus be found in a wide range of domains. In consequence,
our approach can be used in a variety of domains as well.

• We use probability distributions to reflect the imbalances of real-world groups and
classes. To this end, we state requirements that such probability distributions have to
fulfill. In our approach, we use the Zipf distribution as it fulfills all requirements.
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• We propose a two-step procedure to generate the data synthetically based on the
taxonomy and the probability distribution. First, we traverse the taxonomy top-down
to specify important data characteristics regarding the group distribution. Second, we
specify the class distributions among the groups and generate the data bottom-up.

• In our evaluation, we show that the data our approach may generate comprise both data
characteristics. To this end, we assess the characteristics with different metrics such
as classification complexity, statistics, or a detailed view on classification accuracy.
In addition, we show to which extent individual parameters of our approach influence
the characteristics and the aforementioned metrics.

The rest of this paper is structured as follows: In Section 2, we define the characteristics that
we generate with our proposed approach.We examine limitations of existing data repositories
and data generators in Section 3. In Section 4, we describe our method to generate data
synthetically and how this method may be parameterized to incorporate different degrees of
each characteristic. We discuss the results of evaluating our data generation approach with
different parameter configurations in Section 5. Section 6 finally concludes our work.

2 Data Characteristics

We assume a classification problem with 𝑐 > 2 class labels, i. e., a multi-class problem with
classes C = {𝐶1, ..., 𝐶𝑐}. This problem consists of a dataset X = {(𝑥𝑖 , 𝑦𝑖)}𝑛𝑖=1 with 𝑛 tuples,
where each tuple contains an instance 𝑥𝑖 of the data and a class label 𝑦𝑖 ∈ C. Here, 𝑥𝑖 is a
feature-vector from a 𝑓 -dimensional feature space F = {𝐹1, .., 𝐹 𝑓 }. Each feature 𝐹𝑖 either
has categorical or numerical values. The problem is then to generate data that comprise the
data characteristics multi-class imbalance (DC1) and heterogeneous groups (DC2).

2.1 Multi-Class Imbalance (DC1)

A prevalent challenge in literature and in many practical scenarios is multi-class imbal-
ance [HG09,WY12,Wu16]. Here, certain classes are represented more often inX than other
classes. The classes occurring more often C+ ⊂ C are called majority classes, while the less
frequent classes C− = C \ C+ are called minority classes. Machine learning algorithms aim
to optimize the overall accuracy of the predictions for the whole dataset X. Majority classes
have a big share of all instances in X so that the overall accuracy highly correlates with the
accuracy of predictions for these majority classes. Thus, machine learning algorithms tend
to ignore the instances X− of minority classes and are therefore biased towards majority
classes. However, making accurate predictions for minority classes is in many real-world use
cases even more important [Wu16]. In data-driven medical diagnoses, they may represent
rare, but dangerous or even lethal diseases that must be detected with the highest accuracy
possible [Ch20]. While literature comprises many approaches that may handle binary
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class imbalance, e. g., approaches to over- or under-sampling, these approaches are not
able to deal with multi-class imbalance [WY12, Fe13]. Further, multi-class imbalance
often comprises accompanying symptoms that likewise lead to challenges for classification
algorithms [HG09,WY12]. For instance, this concerns overlapping classes, i. e., instances
from classes that are next to each other (a.k.a border points [HB02]).

2.2 Heterogeneous Groups (DC2)

Data in real-world scenarios often represent the observations for diverse groups of entities.
In industrial use cases, these groups of entities constitute the various product groups,
e. g., a vehicle engine can be differentiated by ’Diesel’ or ’Gasoline’ engines, which
each may be further divided into four- and six-cylinder engines [HRM20]. In medical
applications, different groups of patient populations exist, e. g., patients with different gender
types [ULP19,WLL21] or with different skin colors [Ch20]. Hence, data from real-world use
cases typically comprise 𝑘 domain-specific groups 𝐺1, ..., 𝐺𝑘 ⊂ X such that

⋃𝑘
𝑖=1𝐺𝑖 = X

and𝐺𝑖 ∩𝐺 𝑗 = ∅ for 𝑖 ≠ 𝑗 . Further, each group𝐺𝑖 can comprise multiple classes𝐶𝑖1, ..., 𝐶𝑖𝑐,
while each class may be included in multiple groups. These real-world groups and their
data are heterogeneous in the sense that they are distributed in an imbalanced way in the
dataset X (DC2a) and show heterogeneous class patterns (DC2b).

Imbalanced Groups (DC2a): Data from real-world use cases often comprise imbalanced
groups, i. e., some groups occurmore frequently than others. Inmedical applications, different
groups of patients are typically more frequent than others, e. g., patients with lighter skin
colors are typically more frequent than patients with darker skin colors [Ch20]. For industrial
use cases, certain product groups occur more often than others [Su14,Wu16,KM16,HRM20],
e. g., ’Gasoline’ engines are more frequent than ’Diesel’ engines. Thus, the dataset X
comprises majority groups 𝐺+ ⊂ X that appear more frequently than minority groups
𝐺− = X \ 𝐺+. Learning algorithms tend to favor the majority groups 𝐺+ as these comprise
much more instances of the data. Further, the data may comprise underrepresented minority
groups 𝐺− that occur very rarely and may thus be ignored by classification algorithms. This
is also known as representation bias in literature [Me21,SG21].

Heterogeneous Class Patterns (DC2b): Real-world use cases often exhibit a heterogeneity
of class patterns, i. e., a single class is described by different patterns in the data subsets of
different groups 𝐺𝑖 . An example in medical applications is that the symptoms for specific
types of skin cancer vary for different skin colors [Ch20], i. e., the different groups (skin
colors) exhibit different patterns (symptoms) for the same class (cancer type). In many
industrial use cases, the patterns for the same class likewise vary across different product
groups [Su14,KM16,Wu16,HRM20,Wi20]. In different groups, the same class may for
instance have different value ranges for the same feature [HRM20]. This heterogeneity
of class patterns usually leads to an aggregation bias [Me21,SG21]. That is, a particular
data analysis carried out on the entire dataset X yields different results than the very same
analysis performed on each group 𝐺𝑖 separately.
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Tab. 1: Overview of related repositories and data generators regarding their data characteristics and
domain-independence. A ’✓’ means that the characteristic can be generated or that the criterion is
fulfilled, while a ’✗’ means the opposite.

Category Examples Domain-
Independent

DC1: Multi-class
Imbalance

DC2: Heterogeneous
Groups

Repositories UCI [DG17], OpenML [Va14],
KEEL [Al11], Kaggle, etc. ✗ ✓ ✗

Domain-specific
Data Generators

fraud detection [LKJ02],
health care [DC19],
production-oriented [Fe20], etc.

✗ ✓ ✗

Data Augmentation GANs [GBC16,RHW21],
SDV [PWV16], etc. ✗ ✓ ✗

Domain-agnostic
Data Generators

Clustering [SH05,Fr11,FS18, Ig19],
Classification [Gu03], Scikit-learn ✓ ✓ ✗

3 Related Work

Table 1 summarizes our key findings of related work, which we discuss in the following.

Machine Learning Repositories: Literature often makes use of data from publicly available
machine learning repositories to develop and evaluate novel machine learning algorithms.
Several machine learning repositories exist, e. g., OpenML [Va14], KEEL [Al11], Kaggle3,
and the UCI ML Repository [DG17]. These repositories include around 3500 datasets. The
above mentioned repositories together only offer 40 data sets with more than 10 classes
and with at least a moderate multi-class imbalance (DC1). Regarding heterogeneous groups
(DC2), some works in the area of fair machine learning consider the adult4 or COMPASS5
dataset, where different groups of gender or skin color are present, e. g., ’male’ and ’female’
or ’white’ and ’black’ [ULP19,WLL21]. Yet, these datasets typically contain only two or up
to four groups [ULP19,WLL21]. For industrial use cases, there may be thirty [HRM20] or
even thousands [Su14] of different groups in the data. Hence, data from publicly available
repositories do not have heterogeneous class patterns or imbalanced groups (DC2) to the
same extent as found in real-world use cases [Su14,HRM20,Ch20]. Further, each dataset is
specific for a certain domain and thus we evaluate the repositories as domain-dependent.

Domain-specific Data Generators: As common repositories do not offer data containing
both data characteristics, the next possibility is to generate data synthetically. Literature
comprises different synthetic data generators that focus on specific domains, e. g., fraud
detection [LKJ02], health care applications [DC19], or production-oriented data [Fe20].
These works are typically structured into two steps: First, they define a specific data model
for the domain at hand and second, generate the data according to this data model. Yet,

3 Kaggle datasets: https://www.kaggle.com/datasets
4 Adult dataset: https://archive.ics.uci.edu/ml/datasets/adult
5 Machine Bias article: https://www.propublica.org/article/machine-bias-risk-assessments-in-
criminal-sentencing
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these data models are specific to the given domain. For instance, Fernandes et al. pre-define
15 production-oriented features for the data model such as customer demand, total parts,
or available time [Fe20]. Hence, these generators are only applicable to the domains for
which appropriate data models are available [SB21]. Further, none of them focus on DC2.
Although they use domain knowledge in terms of the data model, this data model usually
does not consider the domain-specific groups or their heterogeneity. Therefore, they are for
instance not able to generate different class patterns for these groups (see Table 1).

Data Augmentation from Real-World Data: The next group of synthetic data generators
requires existing real-world data and uses this data as basis for data augmentation [RHW21,
PWV16]. These approaches take a sample of the existing data, learn the distribution of the
data sample and then generate new data from the learned distributions [RHW21,PWV16].
They typically employ generative adversarial networks (GANs) [GBC16], which are based
on two networks: A generative network learns to map a latent space to a data distribution,
and a discriminative network then draws samples from the learned distribution. However,
these approaches require existing real-world data to model the distribution of DC1 and DC2.
Since available data only covers DC1 (see Table 1), approaches to data augmentation can
only generate new data that resembles an existing multi-class imbalance. Yet, they are not
able to generate heterogeneous groups (DC2).

Domain-Agnostic Data Generators: The last group of related work covers domain-agnostic
data generators [SB21], i. e., generators that are independent of specific domains and that
do not require real-world data as basis. Literature comprises domain-agnostic generators
for clustering [SH05,Fr11,FS18, Ig19] or for classification tasks [Gu03]. The approaches
can vary the number of instances 𝑛, the number of features 𝑓 , and the number of classes 𝑐.
Most of them are able to generate data with multi-class imbalance (DC1). For example,
scikit-learn6 offers a data generator for classification that is taken from Guyon [Gu03].
To generate multi-class imbalance, users can pass in weights 𝑤 = {𝑤1, ..., 𝑤𝑐} for each
class. These weights define the share of instances for each class, i. e., 𝑤𝑖 ∈ [0; 1] and∑𝑐

𝑖=1 𝑤𝑖 = 1. The approach then generates the instances of each class separately. To this end,
it generates for each class one or several clusters, where each class 𝑐𝑖 has 𝑛 · 𝑤𝑖 instances.
It can generate multiple clusters for each class, but each cluster has the same number of
instances. Hence, the domain-agnostic generators do not generate clusters (or groups) in
the data with varying cluster sizes, i. e., imbalanced groups (DC2a). Moreover, they do not
generate a heterogeneity of the class patterns among different clusters (DC2b). The reason
is that they do not use domain knowledge about the groups and their distributions.

Summarizing related work, none of the related approaches is able to generate datasets
that show both data characteristics (see Table 1), i. e., multi-class imbalance (DC1) and
heterogeneous groups (DC2). Nevertheless, our approach employs existing domain-agnostic
data generators to generate data with DC1 and extends them to also generate data with DC2,
as well as with different manifestations of both DC1 and DC2.
6 Scikit-learn data generator: https://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_
classification
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Fig. 1: Simplified excerpt of a taxonomy that defines hierarchical relationships of various engine types.

4 Approach to Synthetic Data Generation of DC1 and DC2

In this section, we describe our approach to generate data synthetically that comply with
both data characteristics DC1 and DC2. Our approach can vary the number of instances 𝑛,
features 𝑓 , and classes 𝑐. Furthermore, our approach has the following parameters that
influence the manifestations of DC1 and DC2:

• 𝑠𝐶 ∈ R≥0: Parameter to control the extent of imbalance for the classes in the generated
data (DC1).

• 𝑠𝐺 ∈ R≥0: Parameter to control the extent of imbalance for the groups (DC2a).

• 𝑐𝑜 ∈ R≥1: Controls the class overlap between the groups. For 𝑐𝑜 = 1, the classes are
distributed disjoint across the groups, i. e., each class occurs only in one group. The
higher the value, the more classes are in one group und thus finally also more classes
tend to overlap across the groups. Then, the classification task gets more difficult.

• 𝑔𝑠 ∈ R≥0: Parameter to control the group separation. It mainly influences the
heterogeneity of the groups (DC2b). A low value means that the groups highly overlap
with respect to the feature ranges of their instances. Higher values indicate more
clearly separable groups.

• 𝑐 𝑓 ∈ {1, 2, ..., 𝑓 }: Number of characteristic features for each group, i. e., the number
of features for which we separate the groups with 𝑔𝑠 (DC2b).

In the following sections, we first describe the domain knowledge model that we use to
generate data that comprise real-world groups (DC2b). Subsequently, we examine probability
distributions to generate data with imbalanced distributions for the classes (DC1) and for
groups (DC2a). Finally, we detail on our algorithms to generate the data synthetically.
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4.1 Taxonomy

For the generation of data with the characteristic DC2, we use information and characteristics
regarding groups occurring in an application domain. Usual ways to model domain-specific
groups and their relationships are knowledge graphs [Ho21] and semantic nets, e. g.,
taxonomies, thesauruses, or ontologies [So91]. Such models commonly organize the entities
of a domain, amongst others, via hierarchical relationships of superordinate and subordinate
groups. Subordinate groups, i. e., child nodes in the hierarchy, are more specific than their
associated superordinate groups, i. e., the parent nodes [So91]. Hence, data related to any
subordinate child group is a subset of the data of its parent group.

Our approach to generate data solely builds on hierarchical relationships among domain-
specific groups. We do not need other more complex types of relationships as found in
thesauruses, ontologies, or knowledge graphs. Hence, it is sufficient to use taxonomies,
which already come with hierarchical relationships. As taxonomies are the simplest form of
a semantic net, the effort to create them is moderate. Hence, they are pre-defined in various
domains, e. g., for product families [AK04,Su14,HRM20] or skin colors of patients [Ja04].
Even if not present, literature comprises several ontology learning approaches to extract
hierarchies from data, e. g., hierarchical clustering or association rule discovery [Ci09].

We define the hierarchical tree structure of a taxonomy as 𝑇 = (𝑉, 𝐸) with nodes 𝑉 =

{𝑣1, ..., 𝑣𝑡 } and edges 𝐸 ⊆ 𝑉 × 𝑉 . 𝑇 is a directed, acyclic tree with exactly one root node
and where each child node has exactly one parent node. An edge 𝐸𝑖 𝑗 = (𝑣𝑖 , 𝑣 𝑗 ) furthermore
represents the hierarchical relationship of nodes 𝑣𝑖 and 𝑣 𝑗 , i. e., 𝑣𝑖 is the parent node or the
superordinate concept of 𝑣 𝑗 . This taxonomy model is also often encoded in the data itself.
Therefore, the levels of 𝑇 are encoded by level-specific key features. A node 𝑣𝑖 on a level 𝑙
has a distinct value in the key feature specific to level 𝑙.

Example:Figure 1 shows an example of a taxonomy that defines the hierarchical relationships
of different engine types of motor vehicles. This taxonomy is adapted from a recent work
regarding the end-of-line testing of complex truck engines [HRM20]. In this example, an
engine is first distinguished between Diesel or Gasoline engines, and further divided by its
engine type and model. Thus, we have three level-specific key features series, type, and
model. The level-specific feature series may have one of the distinct values ’Diesel Engine’
or ’Gasoline Engine’. Furthermore, every model ’DE6123’ has also the type ’Six-cylinder’,
and is of series ’Diesel Engine’, i. e., the edges describe the hierarchical relationships.

4.2 Probability Distribution

In our data generation, we use probability distributions (𝑃𝐷) to reflect the imbalances of
the classes (DC1) and groups (DC2a). That is, we use 𝑃𝐷 in two ways: First, to assign
the number of instances for each class, and second, to assign the number of instances and
classes among the groups. Therefore, the probability distribution has to (i) sample univariate
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(a) 𝑠 = 1.
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(b) 𝑠 = 1.5
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(c) 𝑠 = 0.5

Fig. 2: Probability distribution to sample a group from 10 possible groups with the Zipf distribution.
We vary the parameter 𝑠 with (a) default value 𝑠 = 1, (b) a more imbalanced setting with 𝑠 = 1.5, and
(c) a more balanced setting with 𝑠 = 0.5.

random variables, (ii) reflect imbalanced distributions of the groups or classes, (iii) be
discrete, as we sample integer values, i. e., the number of instances for the groups or classes,
(iv) allow for specifying the number of possible values to sample from, e. g., we want to
sample from 10 groups or 100 classes, and (v) allow to parameterize the distribution such
that we are able to generate different manifestations of DC1 and DC2a.

A distribution that fulfills these criteria is the Zipf distribution from the family of exponential
or power-law distributions [Sc12]. We examined several distributions that fulfill our criteria,
e. g., Boltzman and Poisson [Sc12], but Zipf obtained the most similar data distribution
compared to real-world data [HRM19,HRM20]. The first input is the number of classes 𝑐 to
generate. Furthermore, we have information about the groups from the taxonomy, i. e., we
assume we have 𝑘 groups 𝐺1, 𝐺2, ..., 𝐺𝑘 that are the leaf nodes of the taxonomy. We also
assume that a ranking exists that orders the groups by the number of samples |𝐺𝑖 | to generate
for each group 𝐺𝑖 , i. e., |𝐺1 | ≥ |𝐺2 | ≥ ... ≥ |𝐺𝑘 |. Hence, given the number of groups 𝑘 ,
the rank 𝑟𝑖 ∈ {1, 2, ..., 𝑘} of a group 𝐺𝑖 , and the exponent 𝑠 ∈ R≥0 that parameterizes the
Zipf distribution, the probability to sample an instance for group 𝐺𝑖 can be expressed as

𝑃𝑘;𝑠 (𝑟𝑖) =
1

𝑟𝑠
𝑖
𝐻𝑘,𝑠

, (1)

where 𝐻𝑘,𝑠 =
∑𝑘

𝑗=1
1
𝑗𝑠
is the 𝑘-th harmonic number [Sc12]. Thereby, we can control the

imbalance degree of the classes or groups using the parameter 𝑠 of the distribution. As we
use 𝑃𝐷 for two different purposes in our approach, we use the parameters 𝑠𝐶 and 𝑠𝐺 to
describe the imbalance degrees for the classes and groups, respectively.
Example: Figure 2 shows an example of the Zipf distribution and the influence of the
parameter 𝑠. We focus on the distribution of different groups, but it is analogous for the
distribution of the classes. In this example, we assign the number of instances to 𝑘 = 10
groups. We show the probability to sample an instance for the 𝑖-th group on the y-axis.
Figure 2a shows the probability to sample an instance for a group with the default setting
𝑠 = 1. The probability to sample the first group is around 35% and for the second group
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Fig. 3: General overview of the two main steps of our approach.

around 17.5%. Hence, if we sample 100 times on this distribution, we have one group that
gets around 35 instances, a second group with around 18 instances, and so on. In particular,
for 𝑠 = 1, the element that occurs most often occurs twice as often as the second-most
occurring element [Sc12]. Furthermore, we show the effect of varying the exponent 𝑠:
Figure 2b shows a more imbalanced setting with 𝑠 = 1.5 and Figure 2c a more balanced
setting with 𝑠 = 0.5. In general, a setting with 𝑠 < 1 leads to more balanced and 𝑠 > 1 to
more imbalanced distributions. A value 𝑠 = 0 describes an equal probability for each group.

4.3 Data Generation

Figure 3 gives a general overview of our two-step approach: First, we generate imbalanced
groups (DC2a). To this end, we assign the number of instances and classes for each group,
i. e., for each node in the taxonomy. Second, we generate an imbalanced class distribution
for each node (DC1) and ensure the heterogeneity of the class patterns among the groups
(DC2b). Note that due to DC2b, the heterogeneous class patterns are specific for each group.
Thus, we first have to generate the groups and subsequently the classes and patterns within
them so that we can directly ensure that the class patterns are different between the groups.

4.3.1 Assign Number of Instances and Classes

In the first step, we aim to generate imbalanced groups (DC2a), i. e., we assign the number
of instances and classes to all groups of the taxonomy. Algorithm 1 outlines the procedure
for this first step. The inputs are the number of instances (𝑛), number of classes (𝑐), the class
overlap across the groups (𝑐𝑜), the taxonomy (𝑇), the probability distribution (𝑃𝐷), and the
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parameter for the group imbalance degree (𝑠𝐺). First, we initialize the root node in line 1.
Since the root node should comprise the entire dataset X, we assign the overall numbers of
instances 𝑛 and classes 𝑐 to the root node. Furthermore, we initialize the set of 𝑛𝑜𝑑𝑒𝑠 that
we traverse in the following with the root node (line 2). Hence, as long as we have nodes
to traverse (line 3), we pick and remove the next 𝑛𝑜𝑑𝑒 from the nodes set (line 4). If 𝑛𝑜𝑑𝑒
does not have any child nodes, i. e., 𝑛_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 = 0, we continue with the next iteration of
the while loop (lines 6 - 8).

If the current 𝑛𝑜𝑑𝑒 has children, we assign the number of instances and the number
of classes for all its child nodes. To this end, we use the 𝑃𝐷 by calling the function
Sample_PD(𝑃𝐷, 𝑛𝑜𝑑𝑒.𝑛, 𝑛_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛, 𝑠𝐺) (line 9). We use this function to distribute the
number of instances of a parent node (𝑛𝑜𝑑𝑒.𝑛) among its child nodes (lines 16 - 23). For each
individual instance, we decide to which group it belongs using 𝑃𝐷. Thus, we sample 𝑛𝑜𝑑𝑒.𝑛
times from the 𝑃𝐷 and sample each time one of the child nodes 1, ..., 𝑛_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛. We
control the imbalance of sampling the groups with the parameter 𝑠𝐺 . In the Sample_PD()
function, we first initialize a 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 list that keeps track of the number of instances for each
group (line 17). Subsequently, we sample one of the groups from 𝑃𝐷 and update the count
for that group (lines 19 and 21). Finally, we return a list 𝑛_𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 that contains for each
group the number of instances according to the 𝑃𝐷. As this is an exponential distribution,
we get an imbalanced distribution of the number of instances across all nodes for 𝑠𝐺 > 0.

In line 10, we do the same procedure for the classes, i. e., we derive a list 𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠 that
specifies the number of classes for each group. However, as mentioned in Section 2.2,
classes typically occur in multiple groups. Thus, we add a factor of 𝑐𝑜 ≥ 1 to control the
number of classes among the groups. For 𝑐𝑜 = 1, the classes are disjoint among the groups.
For 𝑐𝑜 > 1, classes may occur in multiple groups. In line 11, we set the number of instances
and the number of classes as attributes of the child nodes. That is, we update the attribute
of the child nodes with the corresponding samples of the lists 𝑛_𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 and 𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠
in the Update(𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛, 𝑛_𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠, 𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠) function (lines 24 - 30). In line 12, we
add the child nodes to the 𝑛𝑜𝑑𝑒𝑠 set to traverse them as well. Finally, we return the modified
taxonomy, where each node contains the number of instances and the number of classes.

4.3.2 Assign Class Distribution and Generate Data

In the second step, we assign the class distributions and generate the data in a bottom-up
manner. To this end, we use the information that we assigned in the previous step to each
node. We first generate the data on all leaf nodes and subsequently pass the data upwards to
the parent nodes.

Algorithm 2 outlines our procedure. First, we retrieve the leaf nodes from the taxonomy
(line 1). Further, we initialize a key-value map to store the current feature limits (line 2).
Then, we iterate over each leaf node (lines 3 - 17). We first retrieve the number of instances,
number of classes, and the actual class labels from each leaf node (line 4). In line 5, we
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Algorithm 1 Algorithm to assign the number of instances and classes.
Input: T: Tree-structured taxonomy,

𝑛: Number of instances for the entire data,
𝑐: Number of classes for the entire data,
𝑐𝑜: Class overlap across groups,
𝑃𝐷: Probability distribution,
𝑠𝐺 : Value for the group imbalance degree used by 𝑃𝐷.

Output: T: Tree-structured taxonomy that has the number of instances and classes assigned as attributes on each
node.

⊲ Initialize root node and nodes set
1: 𝑟𝑜𝑜𝑡.𝑛← 𝑛; 𝑟𝑜𝑜𝑡.𝑐 ← 𝑐; 𝑟𝑜𝑜𝑡.𝑐𝑙𝑎𝑠𝑠𝑒𝑠 ← {1, ..., 𝑐};
2: 𝑛𝑜𝑑𝑒𝑠 ← {𝑟𝑜𝑜𝑡 }

⊲ Iterate while we have nodes
3: while 𝑛𝑜𝑑𝑒𝑠 ≠ {} do

⊲ Get and remove node from nodes set
4: 𝑛𝑜𝑑𝑒← 𝑛𝑜𝑑𝑒𝑠.𝑝𝑜𝑝 ()
5: 𝑛_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛← |𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 |
6: if 𝑛_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 == 0 then
7: continue ⊲ Leaf node, so continue with next node
8: end if

⊲ Draw the number of instances for each child node
9: 𝑛_𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 ← Sample_PD (𝑃𝐷, 𝑛𝑜𝑑𝑒.𝑛, 𝑛_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛, 𝑠𝐺)

⊲ Draw the number of classes for each child node
10: 𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠 ←Sample_PD(𝑃𝐷, 𝑛𝑜𝑑𝑒.𝑐 ∗ 𝑐𝑜, 𝑛_𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛, 𝑠𝐺)

⊲ Update 𝑛_𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 and 𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠 of child nodes
11: update (𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛, 𝑛_𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠, 𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠)
12: 𝑛𝑜𝑑𝑒𝑠.append (𝑛𝑜𝑑𝑒.𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛)
13: end while
14: return T
15: procedure Sample_PD(𝑃𝐷, 𝑘, 𝑛_𝑔𝑟𝑜𝑢𝑝𝑠, 𝑠)
16: 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 ← [0, ..., 0] ⊲ Initialize counter of size 𝑛_𝑔𝑟𝑜𝑢𝑝𝑠
17: for 𝑖 = 1, ..., 𝑘 do
18: 𝑔𝑟𝑜𝑢𝑝 ← PD (𝑛_𝑔𝑟𝑜𝑢𝑝𝑠, 𝑠, 𝑖) ⊲ Sample group from 𝑃𝐷

19: 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 [𝑔𝑟𝑜𝑢𝑝] ← 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 [𝑔𝑟𝑜𝑢𝑝] + 1
20: end for
21: return 𝑐𝑜𝑢𝑛𝑡𝑒𝑟

22: end procedure
23: procedure Update(children, n_instances, n_classes)
24: for 𝑖 = 1, ..., |𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 | do
25: 𝑐ℎ𝑖𝑙𝑑 ← 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 [𝑖 ]
26: 𝑐ℎ𝑖𝑙𝑑.𝑛← 𝑛_𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 [𝑖 ]
27: 𝑐ℎ𝑖𝑙𝑑.𝑐 ← 𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠 [𝑖 ]
28: end for
29: end procedure
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ensure the multi-class imbalance (DC1). Here, we assign the class occurrences, i. e., how
often a particular class occurs in the dataset. To this end, we use 𝑃𝐷 to decide for each
instance the associated class, similar as for the groups in Algorithm 1. Hence, we sample
𝑛 times one of the classes 1, ..., 𝑐 via the distribution 𝑃𝐷 and the function Sample_PD
(cf. lines 18 - 25 in Algorithm 1). In lines 6 and 7, we ensure the heterogeneity of the class
patterns (DC2b). First, we pick 𝑐 𝑓 characteristic features from the current group, i. e., the
features that separate the current group from all other groups. To separate the groups, we
ensure that the current group has different value ranges for the characteristic features than
the other groups. To this end, we increment the feature limits with the 𝑔𝑠 parameter to
control the differences in the value ranges between the groups.

In line 8, we generate the data using the input parameters 𝑛, 𝑐, the number of features 𝑓 ,
and the list 𝑐𝑙𝑎𝑠𝑠_𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑠. That is, we generate the feature values for all instances
with their associated class labels. To this end, we can use any multivariate probability
distribution to generate the data that supports these inputs as parameters. As existing
domain-agnostic data generators (cf. Section 3) already support generating data using
different probability distributions, we can use them for that purpose. For example, the
approach from Guyon [Gu03] may be used to generate the feature values and feature ranges
for specific class labels according to a Gaussian distribution. However, this multivariate
probability distribution can also be altered by the user to capture different feature correlations
of real-world applications.

To guarantee the heterogeneity of class patterns, we ensure that each class has different value
ranges in different groups for certain characteristic features. Such feature dependencies in
form of characteristic features also appear frequently in industrial application scenarios that
comprise heterogeneous groups [Wu16,HRM19,KRM19]. Therefore, we ensure in lines 9
and 10 that the groups have different value ranges according to the picked features for each
group and the current 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒_𝑙𝑖𝑚𝑖𝑡𝑠. To this end, we normalize the feature values of all
instances, i. e., we normalize the values of each feature inX into [0;1] (line 9). Subsequently,
we add the current limits of the features (line 10). In line 11, we store X in the current node.
In lines 12 - 15, we update the data and the class labels of the parent nodes. That means we
traverse the parent node and append the data X of the child node to the currently stored data
of the parent node. Finally, we return the taxonomy, where we set the data for each node.

5 Evaluation

In this section, we discuss the evaluation results for our approach, i. e., whether our approach
is able to generate data synthetically that comply with the data characteristics DC1 and DC2.
First, we describe the setup of our evaluation. Subsequently, we discuss to which extent our
data generator can generate different manifestations of the data characteristics DC1, DC2a,
and DC2b using different parameterizations.
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Algorithm 2 Algorithm to generate the data bottom-up.
Input: 𝑓 : Number of features to generate,

𝑠𝐶 : Imbalance degree for the class distribution,
𝑔𝑠: Group separation,
𝑐 𝑓 : Number of characteristic features to use for each group,
𝑃𝐷: Probability distribution,
T: Tree-structured taxonomy, where the numbers of instances and classes as well as the class occurrences are
defined for each node with Algorithm 1.

Output: T: Tree-structured taxonomy, where we assigned for each leaf node how often each class occurs.

1: 𝑛𝑜𝑑𝑒𝑠 ← get_leaf_nodes (𝑇)
2: 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒_𝑙𝑖𝑚𝑖𝑡𝑠 ← Init_Dictionary ( {1, ..., 𝑓 }, 0, 1)
3: for 𝑛𝑜𝑑𝑒 ∈ 𝑛𝑜𝑑𝑒𝑠 do
4: 𝑛← 𝑛𝑜𝑑𝑒.𝑛; 𝑐 ← 𝑛𝑜𝑑𝑒.𝑐; 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 ← 𝑛𝑜𝑑𝑒.𝑐𝑙𝑎𝑠𝑠𝑒𝑠;

⊲ Draw the number of instances for each class
5: 𝑐𝑙𝑎𝑠𝑠_𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑠 ← Sample_PD (𝑃𝐷, 𝑛, 𝑐𝑙𝑎𝑠𝑠𝑒𝑠, 𝑠𝐶 )

⊲ Pick characteristic features for this group
6: 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ← pick_random_features ( {1, ..., 𝑓 }, 𝑐 𝑓 )

⊲ Separate the groups
7: Increment ( 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒_𝑙𝑖𝑚𝑖𝑡𝑠, 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑔𝑠)

⊲ Actual data generation for each leaf node
8: X ← generate_data (𝑛, 𝑐, 𝑓 , 𝑐𝑙𝑎𝑠𝑠_𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑠)
9: X ← Normalize 𝑋 into [0; 1]

⊲ Add for each feature its current limits
10: X ← X + 𝑓 𝑒𝑎𝑡𝑢𝑟𝑒_𝑙𝑖𝑚𝑖𝑡𝑠

⊲ Store data in current node
11: 𝑛𝑜𝑑𝑒.𝑋 ← X;

⊲ add X to parent node
12: while Has_parent (𝑇, 𝑛𝑜𝑑𝑒) do
13: 𝑛𝑜𝑑𝑒← get_parent (𝑇, 𝑛𝑜𝑑𝑒)
14: 𝑛𝑜𝑑𝑒.𝑋 ← append (𝑛𝑜𝑑𝑒.𝑋, X)
15: end while
16: end for
17: return T

5.1 Evaluation Setup

Implementation. Our prototypical implementation is available on Github7. For the evalua-
tion, we use a taxonomy that we derived from a real-world use case regarding end-of-line
testing of complex truck engines [HRM20]. A simplified excerpt of this taxonomy is shown
in Figure 1. The taxonomy has three levels and 26 groups at the bottom level of the hierarchy.
For more details on the taxonomy, we refer to our repository.

Evaluation of the data characteristics. The goal of our evaluation is to show that the
generated data of our approach comply with the data characteristics DC1, DC2a, and DC2b.
We evaluate the presence of each data characteristic with different evaluation measures, i. e.,
class imbalance measures for DC1, group imbalance measures for DC2a, and complexity

7 Prototypical implementation: https://github.com/IPVS-AS/DataGenerator
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Tab. 2: Overview of parameters that we discuss regarding their influence on the data characteristics.
The bold values indicate the parameters that we vary for the respective characteristics, while we use
default values for the other parameters.

Data Characteristics Parameter values

Class imbalance (𝑠𝐶 ) Group imbalance (𝑠𝐺) #charact. features (𝑐 𝑓 ) Group separation (𝑔𝑠)

Multi-Class Imbalance (DC1) {0, 1,2†, 3, 4, 5} 1 10 0.25
Group Imbalance (DC2a) 2 {0, 0.5, 1, 1.5†, 2} 10 0.25
Heterogeneity of Class Patterns (DC2b) 2 1 {1, 5, 10†, 15, 20, 25, 30} {0†, 0.05, 0.1, 0.25, 0.5, 0.75, 1}
† Parameter values that lead to similar statistics as the real-world data in the work of Hirsch et al. [HRM19,HRM20].

Tab. 3: Gini coefficient values for the generated datasets with varying 𝑠𝐶 parameter.

Class Imbalance (𝑠𝐶 ) 𝑠𝐶 = 0 𝑠𝐶 = 1 𝑠𝐶 = 2 𝑠𝐶 = 3 𝑠𝐶 = 4 𝑠𝐶 = 5

Gini Coefficient 28% 41% 60% 69% 72% 73%

measures for DC2b. To this end, we also vary the parameter values of our data generator
to show that it is capable of generating different manifestations of the data characteristics.
This is an essential requirement for generating data that may serve as basis for benchmarks
of classification algorithms. Furthermore, we also compare the statistics of the generated
data with the statistics of a real-world data set of Hirsch et al. [HRM19,HRM20].

Parameters. Our data generator has eight parameters in total. As our goal is to evaluate
which manifestations of the data characteristics it can generate, we only vary the parameters
that have a strong influence on these characteristics. Therefore, we generate data with fixed
parameters 𝑛 = 1000 instances, 𝑓 = 40 features, 𝑐 = 30 classes, and 𝑐𝑜 = 1.5. Table 2
shows the parameters that we vary to study the influence on individual data characteristics.
To evaluate the manifestation of a single data characteristic, we only vary and discuss the
results for the parameters that influence this particular characteristic, using default values
for the other parameters (cf. Table 2).

5.2 Evaluation of Multi-Class Imbalance (DC1)

We evaluate the presence of the data characteristic DC1 w.r.t. the class imbalance and the
accuracy for minority and majority classes of a classification model.

Class imbalance. There is no consensus on proper statistical metrics to determine the
degree of class imbalance within data [Fe13]. Yet, an often-used metric for inequality that
takes the value of 100% in case of total imbalance and 0% for total balance is the Gini
coefficient [Co00]. Thus, we use the Gini coefficient to measure the imbalance of the classes
for the generated datasets.

Table 3 shows the Gini coefficients for the generated datasets with different 𝑠𝐶 parameter
values. We observe that the Gini coefficient values for the generated data vary from 28% for
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Fig. 4: Overview of accuracy for all classes (𝑎X), and separately for minority (𝑎X− ) and majority
classes (𝑎X+ ) for the different 𝑠𝐶 values.

𝑠𝐶 = 0 to 73% for 𝑠𝐶 = 5. Thus, the class imbalance is increasing with an increasing value
of the 𝑠𝐶 parameter. We also observe that the Gini coefficient is increasing faster for lower
𝑠𝐶 values, i. e., it is increasing by 19%-points from 𝑠𝐶 = 1 to 𝑠𝐶 = 2, but only by 2%-points
from 𝑠𝐶 = 4 to 𝑠𝐶 = 5. The reason why the coefficient does not increase as much for higher
𝑠𝐶 values is due to the calculation of the Gini coefficient. For example, to achieve a Gini
coefficient of 100%, the generated data would contain instances for solely one class [Co00].
So, for the generated data to have a higher Gini coefficient, some of the classes must not
appear in the data at all. However, in our implementation, we ensure that each class occurs
at least once. The real-world data in the work of Hirsch et al. [HRM19,HRM20] shows
a Gini coefficient of 55%. Thus, with 𝑠𝐶 = 2, we can generate data with a similar class
imbalance as real-world data that also comprise DC1 and DC2.

Accuracy of minority and majority classes. As described in Section 2.1, the accuracy
of a classifier typically correlates with the accuracy for the majority classes in multi-class
imbalance problems. In particular, the accuracy for minority classes usually decreases as
the degree of class imbalance increases [HG09,WY12]. Therefore, we examine whether
the generated data by our generator also exhibit this trend. To measure the accuracy, we
split each generated dataset into 70% training data X𝑡𝑟𝑎𝑖𝑛 and 30% test data X𝑡𝑒𝑠𝑡 . Thereby,
we preserve the same class distribution in both data subsets. Subsequently, we train a
classifier 𝑀X on X𝑡𝑟𝑎𝑖𝑛 and denote the accuracy of 𝑀X on X𝑡𝑒𝑠𝑡 as 𝑎X . We also denote
with 𝑎X+ the accuracy among only the instances of the majority classes and with 𝑎X− for the
minority classes. We declare a class as minority class if it has less instances than the median
number of instances of all classes and otherwise as majority class. We use Random Forest as
classification model due to its robustness regarding the characteristics [HRM19,HRM20].

Figure 4 shows the accuracy of the minority and the majority classes for each generated
dataset. We observe that the more imbalanced the data, the higher is the accuracy for the
whole dataset (𝑎X) and for the majority classes (𝑎X+ ). The reason for this high correlation
between 𝑎X and 𝑎X+ is that the majority classes have by far the biggest share of instances
of the data. So, they also contribute much more to the overall accuracy than the minority
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Fig. 5: Overview of the number of instances per group as well as the Gini coefficient values for
different 𝑠𝐺 values.

classes. However, the accuracy of the minority classes decreases with an increasing class
imbalance. As mentioned above, this is the expected behavior for the accuracy in multi-class
imbalance problems. Hence, when we control the imbalance with the 𝑠𝐶 parameter, the
generated data has the expected accuracy curves regarding minority and majority classes.
Thus, we are able to generate various and proper manifestations of DC1.

5.3 Evaluation of Group Imbalance (DC2a)

To evaluate the presence of DC2a, we examine the imbalance of the generated groups and
measure the extent of representation bias in data, i. e., if certain groups are underrepresented.
To this end, we vary the 𝑠𝐺 parameter as it has the highest influence on DC2a. We use the
Gini coefficient to measure the degree of imbalance for the generated groups, i. e., we apply
the Gini coefficient to the group labels. Further, we report aggregated statistics about the
number of instances for all groups. Figure 5 shows the minimum and the maximum number
of instances of all groups as well as the Gini coefficient for the groups.

We observe an increase in the Gini coefficient for increasing 𝑠𝐺 values. For 𝑠𝐺 = 0, we have
a Gini coefficient of around 20%, while it is around 70% for 𝑠𝐺 = 2. Thus, we are able to
control the imbalance of the groups (DC2a). The maximum number of instances for each
group is also increasing for higher 𝑠𝐺 values. In particular, for 𝑠𝐺 = 0, we have a maximum
of 84 instances for a group, while it is 398 for 𝑠𝐺 = 2. On the other side, the minimum
number of instances for a group is decreasing from 21 to 2. For the lowest parameter value
𝑠𝐺 = 0, the Zipf distribution assigns the same probability to all groups. However, not
exactly the same number of instances are assigned to all groups because it is still a random
distribution. Therefore, slight deviations occur. In our approach, small deviations can occur
at each level of the taxonomy due to our top-down procedure (cf. Algorithm 1), resulting in
a Gini coefficient of 20% for 𝑠𝐺 = 0. For the highest parameter value 𝑠𝐺 = 2, some groups
are underrepresented as they solely occur 2 times in the generated dataset. This shows that
we can generate and control different manifestations of a representation bias in the data
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Fig. 6: Values of complexity measures for the entire data X and averaged over the groups G regarding
(a) 𝑔𝑠 and (b) 𝑐 𝑓 .

with the 𝑠𝐺 parameter (DC2a). The real-world data from the use case of end-of-line testing
have a Gini coefficient of 54% regarding the group distribution, while the rarest group has 2
instances and the most frequent group has 300 instances [HRM19,HRM20]. Thus, we are
able to generate a similar group distribution with 𝑠𝐺 = 1.5.

5.4 Evaluation of Heterogeneous Class Patterns (DC2b)

To measure the manifestation of the characteristic DC2b, we measure the effects of the
aggregation bias in data (cf. Section 2). So, we focus on the difference in carrying out a data
analysis (1) for the whole data and (2) for each group separately. To this end, we examine (i)
the complexity of the classification problem in the generated data and (ii) the accuracy of a
classification model on the generated data.

Difference of complexity measures.Weuse commonly used complexitymeasures [HB02] to
assess the complexity of the classification problem independently of a specific classification
algorithm. For sake of clarity, we focus in our discussion on the results of two commonly
used complexity measures that are accompanying symptoms of the characteristics DC1
and DC2: i) The Directional-Vector Maximum Fishers Discriminant Ratio (Fishers DRv)
measures how well the classes can be separated by the feature values. ii) The fraction of
Border Points measures the fraction of all instances where the nearest instance belongs to a
different class. We note that for both complexity measures, lower values indicate simpler
classification problems, i. e., the classes are better separable or the data has less border points.
We compare the complexity measures on the entire data X and the average values over all
groups (DC2). More formally, for each of the complexity metrics 𝐶𝑀 , we denote the value
of the 𝐶𝑀 on X as 𝐶𝑀 (X). We calculate the average over the groups 𝐺 = {𝐺1, ..., 𝐺𝑘} as
𝐶𝑀 (𝐺) = 1

𝑘

∑𝑘
𝑖=1 𝐶𝑀 (𝐺𝑖).
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Fig. 7: Overview of accuracy results for the varying parameter configurations for our data generator.
The accuracy is shown for training the model on the whole data or solely on the groups, as well as the
difference in the accuracy of both.

Figure 6 shows the difference of the complexity measures averaged over all groups and on
the entire data. We observe in Figure 6a that for 𝑔𝑠 ≤ 1, the whole data X comprise more
border points compared to the average over all groups 𝐺. In particular, the highest absolute
difference is around 25%-points for 𝑔𝑠 = 0, while it is decreasing with higher 𝑔𝑠 values.
Thus, different classes are more often close to each other on the whole data compared to the
data subsets of all groups for 𝑔𝑠 = 0. Nevertheless, this difference decreases for higher 𝑔𝑠
values. The reason is that for 𝑔𝑠 = 0, the groups are not separated at all. As a result, classes
from different groups have the same feature ranges and are therefore more likely to border
on each other. For 𝑔𝑠 > 0, the groups have different value ranges for their characteristic
features and thus a slight increase of 𝑔𝑠 leads to a high decrease in the border points. Yet,
for higher 𝑔𝑠 values, the border points for X converge to around 45%.

We observe a similar trend for Fishers DRv, i. e., for 𝑔𝑠 = 0, the average value over the
groups is less compared to the entire data X. Thus, the classes are more easily separable,
when considering the individual data subsets of the groups. Yet, for higher 𝑔𝑠 values, Fishers
DRv is decreasing on X and is even less than the average over the groups for 𝑔𝑠 ≥ 0.5.
Hence, the classes are better separable on X for 𝑔𝑠 ≥ 0.5. This concludes that there is a
similar correlation for the Fishers DRv as for the border points regarding the 𝑔𝑠 value. For
the 𝑐 𝑓 parameter (cf. Figure 6b), we observe similar trends as for 𝑔𝑠. Thus, we do not
discuss these results in more detail.

Difference in accuracy. We also measure the difference in accuracy averaged over all
groups and on the entire data. To this end, similar as in Section 5.2, we train a Random Forest
classifier 𝑀X on X𝑡𝑟𝑎𝑖𝑛 and report the accuracy on the test set X𝑡𝑒𝑠𝑡 as 𝑎X . Further, we
train a set of classifiersM𝐺 = {𝑀1, ..., 𝑀𝑔}, where each 𝑀𝑖 is a Random Forest classifier
trained separately on a group 𝐺𝑖 ⊂ X𝑡𝑟𝑎𝑖𝑛. In this case, we predict the class label for each
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test instance 𝑥𝑡𝑒𝑠𝑡 ∈ X𝑡𝑒𝑠𝑡 that belongs to group 𝐺 𝑗 with the model 𝑀 𝑗 . Thus, we denote
the accuracy ofM𝐺 for X𝑡𝑒𝑠𝑡 with 𝑎𝐺 . Further, we define the difference in accuracy as
Δ𝑎𝐺−X = 𝑎𝐺 − 𝑎X .

Figure 7 shows the accuracy results. For the 𝑔𝑠 parameter (cf. Figure 7a), we observe that
the highest difference in accuracy is obtained for 𝑔𝑠 = 0, which is more than 30%-points.
Thus, we have the strongest effect of an aggregation bias for 𝑔𝑠 = 0. Yet, the difference in
the accuracy is decreasing for higher 𝑔𝑠 values, i. e., for 𝑔𝑠 = 1 it is about 5%-points. The
reason can be seen in the previous results for the complexity measures: The data has less
border points and the classes are more separable on X for higher 𝑔𝑠 values. Thus, it is easier
for a classification model to predict the classes more accurately on X. Again, we observe
similar results for the 𝑐 𝑓 parameter in Figure 7b. We note that Random Forest achieves an
accuracy of 33% on real-world data that comprise both characteristics [HRM19,HRM20].
Thus, we can generate data with similar accuracy results using 𝑔𝑠 = 0.

Concluding, the results show that we are able to control the difference of the complexity
measures and the accuracy with the 𝑔𝑠 and the 𝑐 𝑓 parameters. In other words, our data
generator is able to control the heterogeneity of the class patterns, i. e., the aggregation bias
in the generated data (DC2b).

6 Conclusion

The contribution of this paper is an approach to generate synthetic data comprising two
data characteristics that often occur in real-world use cases: multi-class imbalance (DC1)
and heterogeneous groups (DC2). The actual manifestations of these data characteristics are
domain-specific, i. e., dependent on the actual real-world use case. Therefore, our approach
uses a taxonomy model and a two-step process to generate data that reflect the characteristics
of a given real-world use case. A taxonomy is the simplest form of knowledge model
to organize real-world entities in domain-specific groups and it can be found in various
domains. So, our approach is not limited to a specific domain. In our evaluation, we unveil
that the generated data comprises the characteristics DC1 and DC2 together. Moreover,
the parameters of our data generator may be steered to reflect different manifestations of
these characteristics. Our approach builds the fundamental basis for future work to create a
benchmark that evaluates machine learning and data engineering approaches systematically
on data with the characteristics DC1 and DC2. Thereby, correlations between different
manifestations of the characteristics and the performance of approaches can be examined.
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