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Abstract: This work represents the first step towards a unified framework for evaluating an AI
system’s responsibility by building a prototype application. The python based web-application uses
several libraries for testing the fairness, robustness, privacy, and explainability of a machine learning
model as well as the dataset which was used for training the model. The workflow of the prototype
is tested and described using images of a healthcare dataset since healthcare represents an area
where automatic decisions affect human lives, and building responsible AI in this area is therefore
indispensable.
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1 Introduction

This paper is based on the Structured Literature Review ’Aspects and Views on Responsible
AI’ presented at the LOD conference 2022 [LO22] and on the follow-up paper which is
currently in the writing process. The aforementioned papers conclude from the current
state of the art that Responsible AI encompasses the aspects of ’security, privacy, ethics,
explainability, human-centeredness, and trust’. The trust aspects are also up to the user’s
perception and human-centeredness requires a human-in-the-loop setting and will be part
of our future work. Our first goal is to verify the security, privacy, ethics, and explainability
within an AI system through different metrics in a single framework. Therefore we have
created ’VERIFAI’ (eValuating thE ResponsibIlity oF AI-systems), which is a first step
towards putting this concept into practice. To the best of our current knowledge, there is
no other framework that checks and evaluates multiple responsibility factors, so this is the
novelty of the present work.

2 Implementation

This section is divided into two parts: the first part explains the selection of the data, and
model architecture as well as the selection of toolkits for the evaluations and the second
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part consists of the presentation of the resulting web application based on an example
walkthrough.

2.1 Dataset and model architecture

For the prototype implementation the healthcare dataset HAM10000 [Ts18] was chosen
because it satisfies two criteria: 1) it consists of dermatoscopic images from different
populations including a representative collection of all important diagnostic categories in
the realm of pigmented lesions and 2) because it consists not only of image data but also of
metadata for the analysis.
The chosen model architecture for testing is Xception [Ch17], which is a network with a
linear stack of depthwise separable convolution layers with residual connections. It achieved
the best results on the dataset compared to other architectures.

2.1.1 Selection of toolkits

Since the project’s goal was to verify the ethics, security, privacy, and explainability of
both the data and model, the first step was to research state-of-the-art toolkits for testing.
From the result of the libraries found, each of them could be classified into one of our four
categories:

1. Evaluation of Explainability: Quantus [He22], IBM AI Explainability 360: [Ar19]

2. Evaluation of Ethics: Tensorflow Fairness Indicators [Te22], IBM AI Fairness 360
[Be18], Fairlearn [Bi20], Aequitas [Sa18], REVISE [Wa22], VISSL [Go21],

3. Evaluation of Security: IBM Adversarial Robustness 360 Toolkit [Ni18], Foolbox:
[Ra20], Advbox [Go20], UnMask [Fr20]

4. Evaluation of Privacy: Privacy Meter [Sh22], IBM: differential privacy toolkit [Ho19],
Tensorflow Privacy [ACP22]

Based on the features, metrics, quality, and usage limitations of the analyzed toolkits and
libraries we came up with the following decisions for the prototype:
For the ethics/fairness evaluation of the model, there was, unfortunately, no suitable library
that could handle medical image data properly, so the results were calculated without the
usage of a toolkit, but with self-written python functions. The well-documented Tensorflow
privacy was chosen for the privacy verification. For the security verification, the robustness
test was performed using Foolbox because the calculation is reliable and fast, and the
set of metrics can be extended in the future with others from the same library. In terms
of explainability toolboxes, the choice fell on the Quantus toolbox because it supports
evaluations of all kinds of neural networks and provides many different metrics to test

934 Sabrina Göllner, Marina Tropmann-Frick



VERIFAI 13

against that can be used for comparison in the future. To counteract confusion, the terms
’robustness’ will be used instead of security and ’fairness’ instead of ethics hereafter, as
these are also referred to as such in the evaluations in this context.

2.2 Exemplary Walkthrough

This section shows the exemplary program flow based on an example with the presented
data set using screenshots of the results and explanations.

2.2.1 The responsible data science lifecycle and the selection of the use case

(a) Screenshot: index / responsible data science lifecycle (b) Screenshot: use cases

Fig. 1: Dataset

The index page, shown in figure 1a, is intended to introduce the systems’ workflow to the
user. It also offers a figure of the Responsible Data Science Lifecycle, which is the data
science lifecycle extended through responsibility checks. At the top of the web page, there is
an explanation of the current step, this continues throughout the application. Figure 1b is a
screenshot of the step, where the user can choose from different use cases and corresponding
data sets to run the evaluation on. In this case, we choose the HAM10000 image dataset
with pigmented skin lesions which belongs to the healthcare use cases. By choosing the
dataset we can go to the next step.
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2.2.2 Exploratory fairness analysis of the dataset

In this step, we can analyze our dataset based on an exploratory fairness analysis.

(a) Screenshot: Evaluate Dataset (part 1) (b) Screenshot: Evaluate Dataset (part 2)

Fig. 2: Screenshot: exploratory fairness analysis of the dataset

Figure 2a and 2b display the data exploration for detecting potential biases to the user. For
example, we can see that class melanocytic nevi is the dominant one in the dataset (67%).
Using the data for modeling could result in a bias towards this type of skin lesion. This
analysis is to help users detect such biases and prevent bad modeling.

2.2.3 Evaluate Model

Fig. 3: Screenshot: load model and set configurations

In this step (see figure 3), the user can select the model and configuration for evaluation.
The model in this example is an already trained Xception model. Choosing the batch size
for the test dataset is also possible. The evaluations for robustness, fairness, privacy, and
explainability are explained next.
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Fig. 4: Screenshot: evaluate model robustness (result)

Robustness Evaluation Figure 4 shows the results of testing if the model is robust against
adversarial attacks with perturbated images, a metric which is called adversarial robustness.
This is tested using the Projected Gradient Descent (PGD) attack. It attempts to find the
perturbation that maximizes the loss of a model on a particular input while keeping the size
of the perturbation smaller than a specified amount referred to as epsilon (eps) while max.
eps = 0.3, as this is used for benchmarking in the RobustBench [Cr20]). Each round the eps
is increasing and the robustness score is measured as shown in the plots: starting from 82%,
the model has still an accuracy of 72% in the last round, using a perturbation of eps=0.3,
which is still a good accuracy. The image on the right is an example image from the test
batch with the maximum perturbations (eps=0.3) added.

Fig. 5: Screenshot: evaluate fairness (result)

Fairness Evaluation Figure 5 shows the correctly and incorrectly classified images
through a confusion matrix. We can see, that the tested model is very biased in the direction
of the class melanocytic nevi. The reason for this result is probably because we already
had an imbalanced dataset before. The second plot is the F1-score for the different classes,
which is suitable for imbalanced data. Because we have a bias in the model the end results
are not good enough for a good fairness score.

Privacy Evaluation Figure 6 shows the check of the privacy leakage through a membership
inference attack, which tries to find out if specific examples were in the training set (see fig.
6a). The results show that the membership inference attack was successful but had only an
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(a) Screenshot: membership
inference explanation

(b) Screenshot: ROC curve of the
membership inference attack

Fig. 6: Screenshots: Evaluate model privacy (results)

AUC of 66% (see fig. 6b). This means, that the privacy leakage was only satisfactory for
the attacker, which is better for the model’s privacy score, we can therefore determine that
the leak of information was only moderate in this case.

Fig. 7: Screenshot: Evaluate Model Explainability

Explainability Evaluation Figure 7 displays the quantitative evaluation of the model’s
explanation in combination with the chosen explainability method. We chose the suitable
XAI-Method called Integrated Gradients. The used metrics are: Robustness, which measures
the probability that the inputs with the same explanation have the same prediction label
[Ye19], Complexity that measures if only highly attributed features are truly predictive of
the model output [Ch18], Faithfulness which iteratively replaces a random subset of given
attributions with a baseline value and then measures the correlation between the sum of this
attribution subset and the difference in function output [BWM20], and Randomisation, which
computes for the distance between the original explanation and the explanation for a random
other class [SGL20]. In the barplot on the left, we can see that Robustness, Complexity, and
Randomisation scored well with relatively high percentages, but Faithfulness did not. All
four scores contribute with equal weighting to the final result and their scores were therefore
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averaged. In the figure next to the bar chart, we can see also examples of images from the
test batch, and the corresponding explanation. This is so that the user can also get an idea of
whether the explanation is good enough or not.

Fig. 8: Screenshot: Responsibility Evaluation

Responsibility Evaluation Finally, the Responsibility Evaluation in figure 8 summarizes
the calculated scores using the proposed metrics and highlights them with different colors
according to their scores. The rating was calculated as follows: A ’perfect’ model would
score full points in every aspect, which equals 10 points. In our test case, the security
evaluation was tested with a good result (8/10) as well as privacy (6/10), while the other
metrics fairness and explainability (6/10) show still some weaknesses and achieved therefore
moderate scores. The worst result was the fairness score of the model (5/10) because of the
bias. Thus, our model achieved a final score of 62.5% (25/40) with the metrics currently
implemented.

3 Open challenges and future work

In this work, we created a prototype implementation of VERIFAI, an application for
evaluating an AI system’s responsibility based on several aspects. In the present prototype, we
used a healthcare dataset. The tool can evaluate the dataset for fairness and a trained machine
learning model for fairness, privacy leakage, adversarial robustness, and explainability using
a variety of state-of-the-art metrics. Even though this work only covers a limited number of
metrics so far, it is a good basis for future work. The following extensions are planned for
future work: We will add more data sets belonging to different suitable scenarios, different
machine learning models for each scenario, extend the set of metrics for each category,
choose between selectable or auto-selection of the right metrics for the given problem,
selectable target user, selectable focus for which aspect is most important for the target user,
the tolerance level for each aspect, suggestions for mitigations, evaluation of trustworthiness
and human-in-the-loop aspects. We are also working on making VERIFAI as transparent as
possible for the users for helping to create more responsible AI systems.
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