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Abstract: This paper discusses the use of the regular membership constraint as a replacement for other (global) constraints. The goal is to replace some or all constraints of a constraint satisfaction problem (CSP) with regular constraints and to combine them into a new regular constraint to remove redundancy and to improve the solution speed of CSPs. By means of a rostering problem as an example it is shown that our approach allows a significant improvement of the solution performance due to a reduction of the size of the search tree.
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1 Introduction

Constraint programming is a powerful method to model and solve NP-complete problems in a declarative way. Typical and the most and with biggest success researched problems in constraint programming are rostering, graph coloring and satisfiability (SAT) problems [Ma98].

A perfect declarative program would be solving several descriptions of a problem with the same speed. Like we will show, this is not the case in general constraint problems. This paper introduces a way to make a constraint satisfaction problem (CSP) problem more independent from the description by the use of regular constraints.

In general, for real problems exist many ways to model them by constraints. Different constraint programs which describe the same real problem need different execution resp. solution time. One reason is that there are different constraints which can describe the same restrictions but use different propagation algorithms. Therefore, a replacement of constraints by constraints of another type which can solve a certain problem faster or which can be combined to more specific constraints can be a promising approach.

This paper discusses the use of the regular membership constraint in place of other (global and set of local) constraints. The goal is it to replace some or all constraints of a constraint satisfaction problem (CSP) with regular constraints and to combine some or all of these regular constraints to a new regular constraint to remove redundancy, unnecessary backtrack
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and to improve the solution speed of CSPs. The regular constraint and its propagation algorithm [Pe01, Pa08, HPvB04] provide the basis of this approach.

This paper is structured as follows: In Sect. 2 the basics of constraint satisfaction problems (CSPs) are be explained and a new specification (a regular CSP) is be presented. In Sect. 3 we show that every CSP can be transformed into a regular CSP, theoretically and we enumerate a selection of constraints for which effective transformations exist. Section 4 is dedicated to a discussion of the advantages and disadvantages of this new approach. Finally, we give an outlook on the directions of future research in Sect. 5.

2 Basic principles of constraint programming

Constraint programming (CP) is a programming paradigm which developed from the logical programming since the middle of the 1980s. CP is qualified for declarative description and effective solution of big problems for planning and scheduling, configuration and optimization and for dealing with tasks for which only incomplete information is available. In contrast to the imperative programming it is not necessary to define the algorithmic steps which lead to a solution, instead, in CP we describe the problem and its solutions in a declarative way.

This paper will consider constraint satisfaction problems (CSPs) which are defined as follows.

CSP [De03] A constraint satisfaction problem (CSP) is defined as a 3-tuple $P = (X, D, C)$ with

$X = \{x_1, x_2, \ldots, x_n\}$ is a set of variables,

$D = \{D_1, D_2, \ldots, D_n\}$ is a set of finite domains where $D_i$ is the domain of $x_i$ and

$C = \{c_1, c_2, \ldots, c_m\}$ is a set of primitive or global constraints containing between one and all variables in $X$.

Primitive constraints are simple relations like $x_1 = x_2$, $x_1 \neq x_2$ or $x_1 + x_2 < x_3$. In contrast to this, global constraints [vHK06] are more complex and mostly base on efficient algorithms to solve a problem faster as with equivalent primitive constraints. Examples of global constraints are the allDifferent constraint, the global cardinality constraint, cumulative, count, sum and regluar.

Global constraint [RBW06] A global constraint is a condition which describes a relationship between a non-fixed number of variables.

Solving a CSP means finding assignments to $X = \{x_1, x_2, \ldots, x_n\}$ such that the value of $x_i$ is in $D_i$, $\forall i \in \{1, 2, \ldots, n\}$, while all the constraints are satisfied. To find a solution of a CSP, consistency enforcement methods and search (mostly depth-first search) are used. A consistency enforcement method is an algorithm which tries to remove elements from the variables domains which are not part of solutions of the CSP.
While often it is not possible to reduce the domains such that only values remain, which are part of at least one solution (global consistency), typically we remove values which violate single constraints and reach hyper arc consistency (or local consistency).

Hyper arc consistency [Ap03] A constraint \( c \in C \), \( c \subseteq D_1 \times \ldots \times D_k \) is called hyper arc consistent if for every \( i \in \{1, \ldots, k\} \) and \( \forall a \in D_i : \exists (a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_k) \in D_1 \times \ldots \times D_{i-1} \times D_{i+1} \times \ldots \times D_k : (a_1, \ldots, a_{i-1}, a_i, a_{i+1}, \ldots, a_k) \in c \)

Intuitively, a constraint \( c \) is hyper arc consistent if every domain value of each variable is part of at least one solution of \( c \). Unfortunately, mostly it is not possible to conclude from the hyper arc consistency of all single constraints in a CSP to the global consistency of the whole CSP.

Global consistency [De03] Let be \( P = (X, D, C) \) a CSP with the variables \( X = \{x_1, \ldots, x_n\} \), the domains \( D = (D_1, \ldots, D_n) \) and the set of constraints \( C = \{c_1, \ldots, c_k\} \) over \( X \).

The CSP \( P \) is globally consistent, if

\[
\forall i \in \{1, \ldots, n\}, \forall d_i \in D_i : \\
\exists d_1 \in D_1, \ldots, \exists d_{i-1} \in D_{i-1}, \exists d_{i+1} \in D_{i+1}, \ldots, \exists d_n \in D_n
\]

such that the valuation \( \sigma \) with \( \sigma(x_k) = d_k, k \in \{1, \ldots, n\} \) is a solution for \( P \), i.e. satisfies the constraints of \( C \) in conjunction.

Finding a valid assignment, i.e. solution, to a constraint satisfaction problem is usually accomplished by combining or nesting backtracking search with consistency enforcement. To do so, a variable is assigned one of the values from its domain in every node of the search tree. Due to time-complexity issues, the used consistency methods are rarely complete [De03].

### 2.1 A general problem in (CSP) modelling

When describing real problems using CSPs, there are typically many possible ways of interpretation and modeling supported by various constraints. The resulting CSPs, thus, can have very different solution speed and behavior. As an example consider the following problem.

**Problem 1:** Given \( n, n \in \mathbb{N}, n > 8 \), find 100,000 permutations of the numbers from 1 to \( n \).

This sounds like an easy problem which can be modeled very easily by the following CSP.

**CSP 1.1:** Let \( P = (X, D, C) \) be a constraint satisfaction problem (CSP) with:
\[
X = \{x_1, x_2, \ldots, x_n\}
\]
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\[ D = \{D_1, D_2, \ldots, D_n \mid D_i = \{1, 2, \ldots, n\}, i \in \{1, 2, \ldots, n\} \} \]

\[ C = \{\text{allDifferent}(x_1, x_2, \ldots, x_n)\} \]

The allDifferent constraint (see e.g. [vHK06]) is a global constraint ensuring that all variables are pairwise different. CSP 1.1 obviously solves our problem but there are other modelings, too. Take a look on a second CSP describing our problem.

**CSP 1.2:** Let \( P = (X, D, C) \) be a constraint satisfaction problem (CSP) with:

\[ X = \{x_1, x_2, \ldots, x_n\} \]

\[ D = \{D_1, D_2, \ldots, D_n \mid D_i = \{1, 2, \ldots, n\}, i \in \{1, 2, \ldots, n\} \} \]

\[ C = \{x_i \neq x_j \mid i, j \in \{1, 2, \ldots, n\}, i < j\} \]

While both modelings, i.e. CSP 1.1 and CSP 1.2 declaratively are equivalent, their propagation mechanisms differ. CSP 1.1 considers the problem from a global perspective using a global constraint and a corresponding propagation mechanism [Ré94, Ló03] overall variables. CSP 1.2 considers a conjunction of \( \frac{n(n-1)}{2} \) disequality constraints. Thus, CSP 1.1 mainly relies on consistency enforcement mechanisms while CSP 1.2 uses local consistency enforcement nested with a huge amount of search. Often it is assumed that global constraints result in a faster solution process. However, this is not necessarily the case. For our problem, a small test example shows that for smaller problems up to \( n \leq 45 \) CSP 1.2 is faster than CSP 1.1.

Whether the solution process for a certain modeling is faster than for a semantically equivalent CSP description, depends on many different things, like the kind of constraints, the number of variables, variable orderings, domain sizes, search strategy, propagation engine and much more. If only one of these points changes, it may result significantly in the speed of the solution process. Finding the best combination of search strategy, propagation engine, used constraints, variable order and so on is one of the biggest problems in CSPs and it is not yet completely solved or even researched. Until someone might find an algorithm to detect best combinations of settings for general problems, it is useful to consider settings which are better in average or in special areas of applications.

### 2.2 Regular CSPs

In this section, we introduce regular constraints as a means of modeling constraint problems. First, we briefly recall the notion of a DFA [La12].

**DFA** A deterministic finite automaton (DFA) is a quintuple \( M = (Q, \Sigma, \delta, q_0, F) \), where

- \( Q \) is a finite set of states,
- \( \Sigma \) is the finite input alphabet,
- \( \delta \) is a transformation function \( Q \times \Sigma \rightarrow Q \).

...
• $q_0 \in Q$ is the initial state,
• $F \subseteq Q$ is the set of final or accepting states.

A word $w = (w_1, w_2, \ldots, w_n)$ is accepted by $M$, i.e. $w \in L(M)$, if the corresponding DFA $M$ with the input $w$ stops in a final state $f \in F$.

**Regular membership constraint** [vHK06] Let $M = (Q, \Sigma, \delta, q_0, F)$ be a DFA, let $X = \{x_1, \ldots, x_n\}$ be a set of variables with domains $D = \{D_1, D_2, \ldots, D_n\}$, $\forall i \in \{1, \ldots, n\}$ : $D_i \subseteq \Sigma$. The regular language membership constraint (regular constraint) is defined as:

$$regular(X, M) = \{(w_1, \ldots, w_n) \mid \forall i \in \{1, \ldots, n\} : w_i \in D_i, (w_1, w_2, \ldots, w_n) \in L(M)\}$$

In the following, we use the notion of regular CSPs:

**Regular CSP** A regular constraint satisfaction problem (regular CSP) is defined as a 3-tuple $P = (X, D, C)$, where

- $X = \{x_1, x_2, \ldots, x_n\}$ is a set of variables,
- $D = \{D_1, D_2, \ldots, D_n\}$ is a set of finite domains where $D_i$ is the domain of $x_i$ and
- $C = \{c_1, c_2, \ldots, c_m\}$ is a set of regular constraints over variables from $X$.

## 3 Transformation from a general CSP into a regular CSP

In this section we briefly show that for every CSP there exist an equivalent regular CSP and we enumerate a selection of constraints for which effective transformations exist.

### 3.1 A theoretical consideration

The solution space $S$, i.e. the number of solutions, of every CSP $P$ is finite by definition. For $P$, there is a finite number $n$ of variables $X = \{x_1, \ldots, x_n\}$ with finite domains $D = \{D_1, \ldots, D_n\}$. A CSP $P$ over $n$ variables but with the only constraint true has a solution space $S$ of size $\prod_{i=1}^{n} D_i$. In general, constraints can restrict domains but they can’t add values to a domain. Thus, the solution space $S'$ of a CSP $P'$, i.e. $P$ but with the constraint set $C' = \{c_1, \ldots, c_m\}$ is smaller or equal to the solution space of the original CSP $P$: $S' \subseteq S$.

A finite solution space can also be described by a finite language $L$ over the finite alphabet $\Sigma = \bigcup_{i \in \{1, \ldots, n\}} D_i$. Every word $w$ of $L$ has length $n$. A word $w = (w_1, w_2, \ldots, w_n)$ is an element of $L$ iff there exists a solution $s = \{x_1 = w_1, \ldots, x_n = w_n\}$ for $P$.

Since $L$ is finite, there exists a DFA $M$ for $L$ (Myhill-Nerode theorem [HU79]) and, therefore, for the solutions of the CSP $P$. It follows that for every CSP $P = (X, D, C)$ there exists an equivalent regular CSP $P' = (X, D, C')$ where $C' = \{regular(X, M)\}$.
3.2 Transformations

As discussed previously, for every general CSP $P = (X, D, C)$, there exists a regular CSP $P' = (X, D, C')$. Obviously $P'$ can be generated if all solutions of $P$ are known because, given the language $L$, we can easily create an appropriate DFA $A$. In practice, however, this is not useful because we intend to use the regular CSP $P'$ to find one or all solutions of $P$ faster.

For this reason, we are interested in direct transformations of (global) constraints into regular constraints. For some constraints corresponding efficient transformations are known (e.g. for stretch see [Pa08]), for others we defined such, among them count, the global cardinality constraint, and table constraints.

4 The use of regular CSPs

In this section, we discuss advantages and disadvantages of the transformation of a general CSP $P$ into an equivalent regular CSP $P'$ and show cases in which this can be very useful and improve the solution speed.

4.1 Advantages and disadvantages

Let’s start with the obvious disadvantages: We need a transformation for every constraint (not trivial for some global constraints) and it may be time-consuming to transform a constraint to a regular constraint. Furthermore, the newly created regular constraints might even reduce the performance of the solver.

What are the advantages on the other hand? The solution process of a CSP consists of depth-first search (DFS) nested with consistency enforcement. The regular constraint has hyper arc consistency over its variables. Thus, transforming constraints with a lower consistency level into regular constraints, can (while potentially increasing the effort for consistency enforcement) reduce the number of fails and backtracks in DFS in the solving process. Furthermore, an important advantage is that several constraints can be combined into one new constraint with hyper arc consistency by using the automata intersection.

As an (well-known) example, consider Fig. 1. On the left-hand side (a) we see a constraint network over the variables $X = \{a, b, c\}$ with domains $D = \{D_a, D_b, D_c\}$, where $D_a = D_b = D_c = \{1, 2\}$, and $C = \{a \neq b, b \neq c, a \neq c\}$. The right-hand side (b) gives a semantically equivalent constraint network, but with another constraint representation: $C' = \{\text{allDifferent}(a, b, c)\}$.

A solver using search nested with consistency enforcement will find out, that no solution exists in both cases. However, in case (a) the propagation method of the solver uses local
consistency over the three disequality constraints and, thus, needs backtracking search to finally reduce the solution space to the empty set. In contrast to this, in the second case (b), the allDifferent constraint is propagated with global consistency enforcement and directly yields the empty solution space without search. Notice, that the constraints (in both cases) have hyper arc consistency but hyper arc consistency leads only sure to global consistency if the constraints are not overlapping.

A transformation of the constraint network of Fig. 1 case (a) yields a representation similar to case (b): In a first step, every disequality constraint is transformed into a regular constraint, i.e. $C$ is transformed into $C''$, where

$$C'' = \{\text{regular}\{(a, b, c), M_1\}, \text{regular}\{(a, b, c), M_2\}, \text{regular}\{(a, b, c), M_3\}\}$$

and with DFAs $M_1$, $M_2$, and $M_3$ (for $a \neq b$, $b \neq c$, and $a \neq c$ resp.) given Fig. 2.

In a second step, an intersection of the automata $M_1$, $M_2$, and $M_3$ is built and minimized which yields one new automaton $M_{\text{final}}$ and a corresponding regular constraint. In our example, the language $M_{\text{final}}$ accepts is the empty set. Thus, propagation of the newly created regular constraint on $M_{\text{final}}$ is sufficient to find out about the empty solution space and search is not needed (as in case (b), Fig. 1).

One big advantage of the transformation of general CSPs into regular constraints (in contrast to using the original constraints) is that this method allows the combination of constraints of originally different type into a one new constraint with joint propagation function. This is possible by generating the automata, building their intersection, and minimizing the resulting DFA as described above. This, furthermore, leads to a removal of redundancy and, in average, to a reduction of fails and backtracking steps in the depth-first search process.
4.2 A rostering example

In this section, a more complex example is shown to demonstrate the power of regular constraints. Consider a rostering CSP \( P = (X, D, C) \), where

\[
X = \{x_1, x_2, \ldots, x_n \mid n \mod 7 = 0\}
\]

\[
D = \{D_1, D_2, \ldots, D_n \mid \forall i \in \{1, \ldots, n\} : D_i = \{0, 1, 2, 3\}\}
\]

\[
C = \{\text{shiftRequirements}, \text{shiftRepetitions}, \text{shiftOrder}, \text{equalDays}\}
\]

We consider \( n, n \in \mathbb{N}, n \mod 7 = 0 \) days, i.e. several weeks. A variable \( x_i, i \in \{1, 2, \ldots, n\} \) represents the shift of a person \( A_i \) at day \( i \), where we have four possible shifts: 0 represents a day off, 1 is early shift, 2 is late shift and 3 is night shift.

As typical for many staff rostering problems, we just consider the plan of one person \( A_1 \) and assume, that the plan for further staff is received by rotating \( A_1 \)'s plan by e.g. a week. For example given a shift plan \( \text{sol}_{A_1} = (v_1, v_2, \ldots, v_7, v_8, \ldots, v_{14}, v_{15}, \ldots, v_n) \) (as a solution of the CSP \( P \)) for \( A_1 \), the plan for a person \( A_2 \) would be \( \text{sol}_{A_2} = (v_8, \ldots, v_{14}, v_{15}, \ldots, v_n, v_1, v_2, \ldots, v_7) \), and for a certain person \( A_3 \) it might be \( \text{sol}_{A_3} = (v_1, \ldots, v_n, v_1, v_2, \ldots, v_7, v_8, \ldots, v_{14}) \).

The constraints \( C \) are explained in the following:

\( \text{shiftRequirements} \) contains the core constraints which describes how many shifts of each kind (i.e. from 0, 1, 2, 3) are necessary for every day (i.e. 1, 2, \ldots, 7) in a week. Often these values vary over the week, for example, less staff is needed on weekends (days 6 and 7). To express such restrictions, the count constraint is useful. Let’s for our example assume that we wish a nearly equal staffing per day. This yields the following count constraints:

\[
\forall i \in \{1, 2, \ldots, 7\}, j \in \{0, 1, 2, 3\} : \text{count}(X_i, \text{occ}, j)
\]

where \( X_i = \{x_i, x_{i7}, x_{i14} \ldots \} \subset X \) and \( \text{occ} = \{\lfloor \frac{n}{7} \rfloor, \lceil \frac{n}{7} \rceil \} \)

Remark: The use of global cardinality constraints would be an alternative here, but, yield in performance measurements worse results.

\( \text{shiftRepetitions} \) contains constraints to limit the minimum and maximum number of the same shift in consecutive days. In Germany, ergonomic knowledge must be respected. This means for example that the minimum number of days in a row with the same shift should be two [Bu13]. As well, the maximum number of repetitions is limited. In our example, we allow a maximum of four repetitions, except that on night shifts, where we limit it on three.

The \( \text{stretch}(X, \text{min}, \text{max}, \text{values}, \ldots) \) constraint is perfect to model these requirements [Pa08] as follows:

\( \text{stretch}(X, \{2, 2, 2, 2\}, \{4, 4, 4, 3\}, \{0, 1, 2, 3\}, \ldots) \)

\( \text{shiftOrder} \) restricts the order of shifts. We require that only later shifts or days off can place after an earlier shift, this guarantees conformance with the regulations on rest periods.
in the German working time law [Ar94, §5]. Here, we use table constraints, which can express allowed or disallowed relations by tuples. The following table constraint says that for each two successive days \( x_i \) and \( x_{i+1} \) after a night shift there must not follow an early or a late shift (i.e. tuples \((3, 1)\) and \((3, 2)\) are forbidden) and that a late must not be followed by an early shift (i.e. tuple \((2, 1)\) is forbidden).

\[
\forall i \in \{1, 2, \ldots, n - 1\} : \text{table}(x_i, x_{i+1}, \begin{pmatrix} 3 & 1 \\ 3 & 2 \\ 2 & 1 \end{pmatrix}, \text{false})
\]

\( C_{\text{equalDays}} \) are constraints which guarantee that on Saturday a person always has the same shift as on the following Sunday, which is recommended [Bu13]. Here, we use arithm constraints (arithmetic equality).

\[
\forall i \in \{6, 13, \ldots, n - 1\} : \text{arithm}(x_i, \” = \”, x_{i+1})
\]

**Remark:** Of course, for real rostering problems, further restrictions and recommendations must be considered.

### 4.2.1 Evaluation

A series of tests with different values for \( n \) (28, 35, 42, 49, 56) and four different search strategies (see Table 1) was investigated. We applied variable and value selection strategies as defined by Charles Prud’honne for the Choco 4 solver (for details see [Ch17, PFL16]).

<table>
<thead>
<tr>
<th>Name</th>
<th>Variable selector</th>
<th>Value selector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search 1</td>
<td>“Smallest”</td>
<td>“IntDomainMin”</td>
</tr>
<tr>
<td>Search 2</td>
<td>“Smallest”</td>
<td>“IntDomainMedian”</td>
</tr>
<tr>
<td>Search 3</td>
<td>“FirstFail”</td>
<td>“IntDomainMin”</td>
</tr>
<tr>
<td>Search 4</td>
<td>“FirstFail”</td>
<td>“IntDomainMedian”</td>
</tr>
</tbody>
</table>

*Tab. 1: The used search strategies*

Tables 2 to 5 show the average results over all four search strategies and for the respective values of \( n \). For example, Table 2 shows results for the staff rostering over four weeks, i.e. \( n = 4 \cdot 7 = 28 \).

We compare the solution behaviour of the original version of the CSP \( P \) and its regular version, i.e. a CSP \( P' \) as a result of the transformation. In the regular version \( P' \) all constraints - except the \( C_{\text{shiftRequirements}} \) - were transformed like described in the previous chapter (including intersection and minimization of the automaton) to a new constraint \( c_{\text{regular}} \) as described before. We omitted the transformation of \( C_{\text{shiftRequirements}} \) because that, in particular the intersection step, needs more time as we can save.
By $t_i$ we represent the time in seconds needed to compute $i$ solutions of the corresponding CSP. Thus, $t_1$ is the time to find a first solution, $t_{100}$ to find the first 100 solutions (depending on selection strategies). For values of $i$ which are different from 1 or multiples of 100, $i$ represents the maximum number of solutions. “Nodes” represents the number of nodes in the completely expanded search tree (i.e. for the last $t_i$ in the resp. tables), “Backtracks” and “Fails” the numbers of backtracking steps and failing leafs, resp., during this search. The values for $t_{no}$ represent time needed to detect that no solution exists.

It can be seen that the regular approach is in average always faster due to a lower number of nodes, fails, and backtracks to be investigated during search. Furthermore, and not to be seen here, not only the average values over all search strategies were better resp. times were faster, but this also holds for every single regular search wrt. its original version of the CSP.

Table 6 shows the number of solutions found in a restricted time of 300s for the four search strategies (cf. Table 1). Again, the regular approach is superior, while the scattering can be quite large. However, during our investigations it became obvious that in cases where higher numbers of solutions are requested, the regular approach is always better.

5 Conclusion

This section contains a summary of the paper, gives a conclusion and explains our next steps.
5.1 Summary

In this paper we presented a new approach for the optimization of general CSPs using the regular constraint. It was shown that every CSP can be transformed into a regular CSP by transforming primitive and global constraints into regular constraints and using automata intersection and minimization. By means of a rostering example we demonstrated that this approach allows to reduce the size of the search tree and to significantly improve the solution speed.

When comparing the performance of regular CSPs in contrast to the original version of the problem, of course, also the time needed for the transformation must be taken into consideration. Here, our investigations support that our approach can be applied successfully when considering subproblems of a potentially large CSP $P$ and, thus, subsets of its variables $X$. The reason is the exponential growth of the number of states of the automaton with the number of variables. Transforming only subproblems (instead of $P$ completely) is, thus, much faster and, nevertheless, leads to a reduction of the number of constraints (also the number of backtracks) and of the redundancy which, altogether, improves the solution speed.

5.2 Future work

Future work includes finding good direct transformations for global constraints, investigating promising variable orderings to optimize the size of the DFAs and, similarly, variable and value orderings for the regular constraints, research on potential benefits from decomposition of automata, finding out about general (static) criteria to decide when to apply the approach as well as extracting promising application areas in general.
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