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Abstract:

We’ll show in this paper, that anonymizing networks that provide access to exter-
nal services are subject to a traffic analysis that can strongly degrade the anonymity
provided to single participants. This analysis can be used as an effective measure
to preproccess anonymized network streams and build a step stone for further, more
elaborated, attacks.

1 Introduction

Encryption hides the content of a conversation, but it doesn’t hide the identity of the partic-
ipating users. One of the first proposals to protect this information was in Chaum’s paper
[Cha81], where he proposes mixes to protect this data. Thus the users are anonymous,
within the respective anonymity set [PK05], i.e. the group that participated in the single
round of a mix. The grade of protection is generally considered to be linked to the size of
this anonymity set.

In this paper we’re going to show how the size of an anonymity set is decreased, if requests
are relayed to external entities and some of these recipients answer to the anonymous
request. In general, this traffic analysis will always be possible, if an anonymity system
is used for hiding communication to external services that generate responses directly to
requests and are not participants in the network, e.g. web-servers or email communication.

To show the extent of our new traffic analysis, we build a generic model of anonymity
systems, show in which cases a successful degradation is possible, how it is done and
conduct simulations to provide quantitative results (and prove the theory).

2 Related Works

There is a number of related publications that also measure the level of protection which is
provided by an anonymity infrastructure. To the extent of our knowledge there is no publi-
cation that regards the grade of linkability that results by answers to anonymous requests.

The results of [KAPO02], and [MDO04] measure the provided level of anonymity by the
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amount of observations, an attacker needs to break a system. They show that repeated
communication will disclose a user’s peers, even if perfect unlinkability is provided in
each single round.

Diaz et al use the size of the anonymity set as a measure for the quality of the provided
anonymity in their work [DSD04]. We use the same measure of anonymity in this work,
but we do not focus on mix designs, so the results of their work and this are not comparable.

An information theoretical evaluation is done in [DSCP02], [SD02], and [SKO03]. Here the
grade of anonymity is calculated by probability distributions. While [DSCPO02] provides
numerical results, the other two papers stick with developing formulas.

3 Models and Methods

We assume that the anonymizing network either consists of a single mix, or can be modeled
by a single mix that works in distinct rounds. The attacker is assumed to be a observer of
the system, esp. of a user called Alice. She has m distinct peers and uses the anonymity
technique to hides her requests in an anonymity set of size at most b. Alice runs no server,
or gets contacted without asking for it in the first hand.

Alice participates in any round of the system with a probability called «. If Alice sends a
message to one of her peers, the message is encoded and relayed through the system such
that it reaches the peer. By nature of the anonymity system, a global observer will not be
able to unambiguously link Alice’s request to any outgoing request of the system. Instead,
he will be able to bring down the number of possible peers into a set of size b.

The peer itself answers to the request with a probability p and we assume that the answers’
delays are distributed according to an exponential distribution with the mean value of &
rounds of the system. We also assume that answers are always linkable to the requests that
are forwarded out of the anonymity system. The latter is always the case if Alice surfes
the web, and most often in email correspondence. Note that encrypting content doesn’t
change this.

Degradation of Anonymity

First, let’s observe a single round of the system: if Alice sends only a single message using
the anonymity system, the recipient is hidden in a set of b recipients. Out of these, 0 <
bo < b recipients do not send an answer at all, or the answer is not linkable to a request.
These recipients remain in the anonymity set. The other by = b — by answers, namely
from peers Py, P», ... Py, are returned to the anonymity system that returns them to the
original senders. However, since the answers are not neccessarily simultaneously, e.g. if
they are emails, they are processed in different anonymity sets, namely A, Ag, ... Ap, .
For all A;, where Alice is not a recipient of any message of the anonymity set A;, we
know that P;’s answer was not an answer to Alice request. These P; can be excluded from
the anonymity set.

Thus, the following self-evident Lemma is valid:
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Figure 1: Results of the first simulation for the parameters «, d, and b

Lemma 1: Given a user U sends a message (1 that is hidden in a set of b other messages in
an anonymity set i € A*. These messages are directed to the users R = {R1, Ry ... Rp}.
Assume, that P = {Py, Pa,... P, } C R send linkable answers to the requests from A*
and these answers are returned to the original senders in the anonymity sets Ay, . .., Ap,.
It may be possible that A; = A; for some i # j. In this case: the effective anonymity set
A, of the message | consists of

A, ={R—-P}U{P;: P; e P,and U € A;} (D
= Ay =R —{P;: PP, U ¢ A} 2)
Note that A, C R and thus |A,| < b.

The approach can be trivially extended to multiple communications of Alice.

4 Experiments

Lemma 1 shows that the size of the effective anonymity set, is smaller or equally sized to
a system that relays requests to external entities, as in a system where requests to external
entities aren’t allowed. The question is, whether the set actually is smaller and if it is, how
much. Thus, we conducted series of experiments to show the extend of anonymity loss.
As a measure of the grade of anonymity we use the average size of a user’s anonymity
set per communication step. We compare the original value, i.e. the value that would be
valid, if there were no answers allowed in the system, to the effective value, that shows the
reduced size of the anonymity set.

In the first simulations, we considered the model as given in section 3 and modeled the user
behaviour with a random number generator. To show the impact of the variables «, d, p, m
and b, we kept all parameters fixed and varied one along an interval. The default values
were @« = 0.1,0 = 5,p = 1,m = 10 and b = 10. Plots of the results of the series of
parameters «, d, and b can be seen in figure 1.

As can be seen, the lesser Alice communicates, the more often it is possible to exclude
peers from the anonymity set. The second picture shows that, the longer the average delay
of an answer is, the more A; ; are different. Finally, the influence of b is depicted in the
last of the four plots.
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5 Discussion and Conclusion

As was shown in the previous section, the fact that an anonymity system allows requests to
external entities and returns answers, can reduce the size of the anonymity set to possibly
20% of the expected value.

Note that this analysis will most likely not provide a complete break of a system, i.e. it
won’t provide a list of a user’s peers. On the other hand this weakness can be used as
a preprocessing step to other attacks, like e.g. a disclosure attack, an intersection attack.
Since these attacks are often bound to solve NP-complete problems whose computational
effort is usualy strongly linked to b, reducing this value can severely damage the overall
security of anonymity systems.

One solution to circumvent this weakness is to wait for and collect all answers to a single
anonymity set in another single anonymity set, and forward them by the time they all ar-
rived. But this solution is prone to denial-of-service attacks, since a single answer missing
would result in no answer being returned at all. Additionaly it is not always possible for
the anonymity systen to wait for the answers, e.g. if the messages are emails. Thus, the
best way of avoiding this weakness, is including external services into the network and
thus making them internal.
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