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ABSTRACT
Robots are more and more integrated into everyday environments,
which makes it essential to examine how to design them so that
humans are motivated and capable to interact with them. An im-
portant challenge for robotics is to determine how to design robots
that accurately infer the human interaction partner’s goals, inten-
tions, and emotional states, and are able to adapt to their actions in
time and space. Certain aspects of this challenge can be addressed
through appropriate design of robot appearance and behavior, and
equipping robots with appropriate models of social cognition. Other
aspects, however, arise on the human side of the “equation”, where
lifelong experience with human interaction partners raises certain
expectations of how verbal and nonverbal social cues are supposed
to be interpreted, how actions are supposed to be coordinated and
how emotional and motivational states are supposed to be commu-
nicated. If a robot meets these expectations, humans can interact
with it quite intuitively, make accurate predictions regarding its
actions and intentions, and interpret its social signals with ease.
The question is how robots can be equipped with representations
to meet these expectations. Most robots, however, violate anthro-
pomorphic expectations in terms of their appearance, behavior and
cognition, which can negatively impact performance, affect and mo-
tivation in human-robot interaction. In this paper, we discuss how
the interplay between robots’ actual capabilities and human expec-
tations regarding these capabilities imposes challenges specifically
for the time- dependent aspects of social human-robot interactions.
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1 CHALLENGES REGARDING TEMPORAL
ASPECTS OF HRI

Interactions between humans and embodied social robots (i.e.,
human-robot interaction, HRI) face several critical challenges in
terms of time perception and timing. Firstly, robots typically oper-
ate relatively slowly to prevent harm. Furthermore, due to latencies,
technical constraints, and differences in degrees of freedom be-
tween a human’s and a robot’s motor system, robots are often
not able to execute actions (e.g., grasping) with comparable spa-
tial (e.g., different arrangement of joints forces a robot to grasp
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an object at a different point than a human would for a hand-over
task) and temporal (e.g., constant motion speed compared to a
human-typical speed-acceleration pattern) characteristics as hu-
mans do. This causes significant issues when trying to coordinate
actions in space and time as it negatively impacts lower-level (e.g.,
entrainment) and higher-level aspects (e.g., inferring goals) of ac-
tion understanding, planning and execution, and prevents fluent
interactions.

Secondly, humans often expect robots to behave similarly to
human partners because they likely lack specific knowledge about
how robots work so that the anthropomorphic model is the only
available relatable mental model in a socially interactive context.
Once activated, the anthropomorphic mental model is used to make
predictions and come up with explanations for observed behaviors.
When interacting with a new system, the advantage of anthropo-
morphism is that it gives access to a very rich, experience-generated
database that can account for lots of social interactive contexts; the
disadvantage is that robots often do not behave like humans and in
consequence violate the predictions generated by anthropomorphic
mental models. Violation of expectations is known to be associated
with increased cognitive load and negative emotions, which in the
long run might be more disadvantageous for human-robot interac-
tion than a robot that activated a more mechanistic mental model.
The risk of violating expectations is specifically high when con-
sidering the temporal aspects of human-robot interactions given
that even small deviations from expected trigger-response patterns
(e.g., laughing at someone’s joke, changing facial expressions after
experiencing something painful) are noticed and disturb the fluency
of human-robot communication and joint performance.

Thirdly, the human partner requires feedback in order to de-
velop and calibrate a robot specific mental model and to correctly
perform actions together with a robot. If a robot fails to give feed-
back and makes mistakes, it can cause frustration in the human
partner [33]. Delays in the robot’s feedback in response to a human
input can be detrimental to the development of trust, and make
it difficult for humans to adapt to the robot’s input. Furthermore,
if feedback in joint actions is not timed appropriately, it may not
become transparent, which input triggered which output and thus
makes coordination more difficult.

2 HOW TO ADDRESS TIME-DEPENDENT
ISSUES IN HUMAN ROBOT INTERACTION?

To build robots that are perceived as intentional agents, we need
to ask whether it is even necessary that they accurately emulate
human behavior or whether it is sufficient for them to just display
certain aspects of human behavior that are most strongly associated
with the perception of intentionality [38]. Given the technological
limitations associated with trying to reproduce large brain net-
works in artificial agents, the goal needs to be the identification
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of a minimal set of features that reliably trigger mind attribution
to non-human agents. Neuroscientists and psychologists need to
identify these features and investigate their effects on attitudes and
performance in human–robot interactions. Engineers and computer
scientists can then help with designing the robot body structure
in a way that faithfully implements this minimal set of behavioral
parameters in term of kinematics, dynamics, electronics, and com-
putation. Lastly, cognitive scientists need to work on how artificial
mental models can be generated to enable robots to better relate to
their human partners’ expectations. Trying to build robots that are
perceived as intentional agents can also help to elucidate whether
the minimal set of parameters relates to a specific architecture and
how tuning various parameters affects the way a robot is perceived
during the interaction with a human partner.

3 DIRECTIONS TOWARDS UNDERSTANDING
TEMPORAL ASPECTS IN HRI

3.1 Temporal aspects of joint actions
3.1.1 Empirical studies on joint actions in HRI. One key mechanism
in social interactions is the ability to understand the actions of oth-
ers, that is: being able to tell what sort of action is executed, and
based on what kind of intention. Action understanding is based
on shared representations that are activated when an action is exe-
cuted and when a similar action is observed in others (resonance;
e.g., [14]). Observing others’ actions facilitates the execution of
similar actions, and hinders the execution of different actions since
both action observation and execution activate the same neural net-
work [19]. Shared representations are essential for performing joint
actions, where two or more individuals coordinate their actions in
time and space to achieve a shared action goal [30].

It is essential to understand if these phenomena are specific to hu-
man agents or if robot agents can also activate the action-perception
system (APS). Robots were initially not assumed to activate the APS
as it is sensitive to biological motion and goal-directed behavior. In
line with this assumption, early studies on action understanding in
HRI were not able to show resonance for the observation of robot
actions [19] or at least to a significantly smaller degree than for the
observation of human agents [22–24]. Follow-up studies showed
that resonance can be induced by robots but that its degree seems
to depend on the robot’s physical appearance [6, 21], motion kine-
matics [3], or the body visibility [5]. Resonance during interactions
with robots can even reach levels comparable to human-human
interactions but only when participants are instructed to pay at-
tention to the actions [8, 15, 37] or when given additional time to
familiarize themselves with the observed actions [26]. In contrast,
beliefs regarding a robot’s human-likeness do not have an impact
on the presence of motor resonance [25].

These studies suggest that robots have the potential to activate
the APS, at the very least in a reduced fashion but under certain
conditions even to a similar degree as in human-human interactions.
The degree of APS activation depends on physical factors, such
as the appearance and the kinematic profile of a robot, as well as
cognitive factors, such as one’s motivation to infer a robot’s goals
or the level of expertise with a particular robot system. This means
that low-level mechanisms of social cognition are not specifically

sensitive to the identity of an interaction partner, and can be acti-
vated by robots as long as their actions map onto the human motor
repertoire, and people are motivated to pay attention to them.

3.1.2 CognitiveModelling approach Action-Perception System. With
cognitive modelling approaches such as with cognitive architec-
tures e.g. ACT-R [1] it is possible to build flexible task models that
can react to events (visual or auditory) and make decisions based
on perceived information and pre-knowledge in a cognitive plausi-
ble way. Cognitive architectures refer to both a theory about the
structure of the human mind and mental representations as well
as a computational substantiation of such a theory. These architec-
tures hold partly symbolic information and are therefor traceable in
their behavior. There have been approaches to integrate subjective
timing experience into this architectures, e.g. for accounting for dif-
ferences in time perception due to experiences workload in complex
tasks [28]. A model that uses such a cognitive architecture needs
to have some understanding of the task (holds procedural knowl-
edge), needs a goal (as a symbolic representation), and can build
up a mental representation about the developing situation and the
state of the human partner. An observer model, in contrast to just
simulating a human doing a task, could build up representations
observing the interaction situation. This provides the robot with
a shared representations of task state and perceived information.
This would enable the robot to behave more naturally since it can
relate to simplified shared representations. There are examples of
such models used for intelligent assistance for pilots understanding
difficult situations and providing appropriate support [20]. This
way delayed responses by pilots can be detected, and due to task
knowledge and further information the cause of delay can be un-
derstood. Relating to the cause of delay appropriate steps can be
initiated. For situations that require not just understanding of a de-
lay or underlying intentions but also coordination of motor actions
this is far more complex to realize. To enable joint-actions of hu-
man and robot different kind of models need to be integrated. First
concepts of such an integrated approach that not just anticipates
an action-intention on a cognitive level but also anticipates motor
actions of the human and the planning motor actions of the robot
need complex architectures [16]. After this has been implemented
the temporal dependencies of such a joint are still an aspects that
needs to be carefully tested.

3.2 Temporal aspects of understanding internal
states

When navigating social environments, we need to understand how
others feel (empathizing; [2]), and what they intend to do (mentaliz-
ing: [13]). Similar to joint action, empathizing and mentalizing are
based on shared representations allowing us to infer the emotions
and intentions of others by simulating what we would feel or intend
in a comparable situation (e.g., [9]).

3.2.1 Empirical studies on understanding internal states. Perceiving
emotional states in others activates similar emotional states in the
observer, thereby creating shared representations at the neural and
physiological level [27]. For instance, receiving a painful stimu-
lus and observing the stimulus being presented to others activates
similar brain networks [31]. Activation of similar brain networks
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has also been shown for both the presentation and observation of
aversive olfactory [34] or haptic [18] stimuli. When studying men-
talizing, researchers typically present participants with stories that
involve false-belief manipulations [36] and require them to take
the perspective of others in order to understand whether and how
their representation of the situation differs from their own [10],
make inferences about what others are interested in based on non-
verbal cues like gaze direction [11], and reason about emotional
states based on facial expressions or postures [2]. When we make
inferences about the internal states of others, we need to incor-
porate knowledge about their dispositions and preferences into
the mentalizing process [32]. This requires the ability to represent
behaviors over a long period of time, across different circumstances
and with different social partners [12].

These studies show that activation in brain areas related to em-
pathizing and mentalizing are modulated by the degree to which
interaction partners are perceived to have a mind, with stronger
activation for intentional agents (i.e., humans) compared to non-
intentional agents (i.e., robots; [35], for a review). Although further
studies are necessary to determine the constraints under which ro-
bot agents activate the empathizing and mentalizing networks, the
aforementioned studies provide evidence that activation in social
brain areas involved in higher-order social-cognitive processes like
empathizing and mentalizing more strongly depends on mind attri-
bution than activation in social brain areas involved in lower-level
social cognitive processing like action understanding.

3.2.2 Models of intention recognition. The recognition of inten-
tions is relevant to adapt to others, especially in order to time
actions in coordination with the other person. Several sources of
information can help to successfully detect intentions of the part-
ner. To understand intentions or to interact with others also simple
concepts can help because humans can also relate to small kids
or animals and understand intentions (e.g. [29] or [7]), therefore
simple solutions can also offer robust support for better concepts
in Human-Robot-Interactions. In order to realize this for robots the
tracking of gaze can be used as in [17]. Here participants needed
to choose different ingredients for a smoothie and the robot was
able to identify the gaze direction and proactively moved forward
towards the goal. This provided quicker robot actions and was
perceived as helpful by the participants. On the other hand some
people also rated this as weird because this behavior was not ex-
pected. Also more complex modelling approaches tried to anticipate
human partners e.g. [4]. To use several sources of information to
also identify intentions in cases of ambiguity or for mor complex
tasks are interesting research challenges.

4 CHALLENGES FOR THE ROBOT
INTERACTION PARTNER

In this paper it has been shown, that different aspects of timing in
human-robot-interaction have a strong influence on the success
of the interaction and also how this gives insight into cognitive
processes that are involved. Different lines of research can shed
light on the related mechanisms that are crucial here. The main
challenges might guide interdisciplinary research done in this field.
The first challenge was that robots operate relatively slowly due
to technical reasons or due to safety reasons. To have robots that

can react proactively or considers proactively dangerous upcoming
situations would be beneficial. In order to build such system it
is necessary to detect high-level intentions of the human partner.
The second challenge focused on the issue that robots activate
mental models relating to humans which often leads to violation of
expectations. Therefore the question is, how can we design robot
interactions that enables us to adapt our mental model well to
the capabilities the robot has. The third challenge focused on the
research question how to provide adequate feedback of the robot to
the human, which includes challenge one and two. Research lines
were shown how empirical studies and cognitive models provide
possibilities to shed light on the mentioned issues. We hope that
more exchange between research domains and approaches can
be initiated by focusing on such challenges that are not domain
specific.
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