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ABSTRACT
As technologies become more complex, the question of how trans-
parent they should be for users and how transparency cues should
be designed comes to the fore. Transparency refers to the extent
to which users learn, for example, how the technology works or
arrives at certain results. The increased interest in this topic also
stems from legal changes such as the debate about a European AI
regulation, which demands transparent AI systems and thus neces-
sitates solutions for an optimal design of transparency cues. The
paper discusses examples and risks of lacking transparency and
approaches and the state of knowledge for improving the user expe-
rience by technology-based transparency cues. Finally, we present
an outlook on the promising directions for design guidelines and
next steps of research.
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1 INTRODUCTION
Can you tell how your smartphone recognizes your face, how your
voice assistant communicates with you, or how you receive news
targeted to your interests? The use of intelligent technologies has
become part of our daily routines while the exact functioning of
such technology often remains opaque to us. In general, with tech-
nological advances and the consequent increase in complexity of
systems, the transparency of technologies decreases (e.g., [1–3]).
Opaque systems progressively fail to provide their users with infor-
mation about their processes, performance, intent, or plans (e.g., [4–
6]), such as what the technology is currently doing, how it arrived
at a particular outcome, or why (e.g., [7, 8]). Examples of opaque
technologies range from well-established systems (e.g., chatbots,
online recommendations) to more recent developments (e.g., smart
home, autonomous vehicles). In comparison to such technological
progresses, human skills do not increase at the same rate, leading to
necessarily less transparent technologies even if transparency cues
are not changed. Accordingly, transparency cues have to improve
more and more to reverse or at least mitigate this trend.
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2 RISKS OF TECHNOLOGY OPACITY
While the reasons for increasing technology opacity are comprehen-
sible, it comes with certain risks and negative effects on users and
their experiences. For example, they perceive opaque technologies
as less easy to use or useful, trust them to a smaller extent, and are
less willing to use them (e.g., [9–11]). In addition, misperceptions
or incorrect decisions could arise from a lower level of understand-
ing or incorrect mental models about how the technology works
(e.g., [12, 13]). Furthermore, opacity can make it harder to detect
system errors, making user intervention less likely [14]. This may
be especially dangerous in safety-critical application areas such as
autonomous driving. Accidents have been reported in which drivers
fully relied on the autopilot and did not consider that they were
only driving a level 2 system, that is, a solution that only supports
the driver rather than operates completely autonomously [15]. Con-
sequently, opacity may not only negatively impact user experience,
but can also have far-reaching, potentially harmful effects. Legal
consequences are also becoming increasingly likely due to current
legislative developments (e.g., European AI Regulation, General
Data Protection Regulation; [16, 17]). These considerations have
also been picked up by technology companies such as Microsoft,
who have defined transparency as a principle of responsible AI [18].
However, it should not go unmentioned that too much transparency
(e.g., forced by endless tutorials or notification boxes) can also be
detrimental and exceed the users’ capacity for reception [19]. This
could increase their mental load, impair the user experience, or
lower the acceptance and use of the technology. Therefore, a criti-
cal question seems what a well-balanced degree of transparency
is and whether there are particular aspects where transparency
should be established (and others which can remain "invisible" to
the user).

The following section presents approaches to and the state of
knowledge on technology-based transparency cues. Both can serve
as guidelines for designing transparency in diverse application
domains. Afterwards, deficiencies of existing research findings are
discussed, and an outlook is given.

3 APPROACHES TO AND STATE OF
KNOWLEDGE ON TRANSPARENCY CUES

Transparency cues can be implemented and differentiated in many
ways. Table 1 shows exemplary aspects that designers could con-
sider when creating transparent technologies derived from the
research literature, broadly structured along different levels. A first
fundamental distinction is whether transparency aspects refer to
the what level or the how level [20]: On the one hand, different
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Table 1: Design Aspects for Transparency Cues

Aspect Possible considerations
What aspects

Content Global or local information (e.g., [5, 27])
Descriptive or explanatory information [27]
What, how, or why information (e.g., [7, 8])
Past-, present-, or future-related information (e.g., [23, 29])
Input- or output-related information [23]
Certainty, performance, or accuracy (e.g., [4, 23])

Level of detail Amount or completeness of information (e.g., [20, 30])
Abstract or technically detailed information (e.g., [31, 32])

Temporal change Same or adapted content within time of use [7]
How aspects

Format of presentation Text-based (e.g., phrase, keyword) or multimedia cues (e.g., visualization, table; e.g., [21, 33])
Modality of presentation Visual (e.g., text, illustrations), auditory (e.g., sounds, spoken text), or use of multiple modalities (e.g., [33, 34])
Timing Before, during, or after use [34]
Way of provision Automatic, adaptive, or invoked by user (e.g., [21, 23])

Always available or event-based availability (e.g., [21, 23])
Interactivity Presentation of information or dialogue with system (e.g., [7, 35])
Location of provision Technology-based or external location [34]

Location on display/ technology [20]
Salience of provision Inobtrusive or prominent cues (e.g., [14, 36])
Wording Complexity (e.g., [20, 37])

Length (e.g., [33, 37])
Personalization Availability of adjustable settings [33]

aspects of the technology’s way of functioning can be made trans-
parent (i.e., what does the technology disclose to the user?) and on
the other hand, the same transparency information can be presented
differently (i.e., how does the technology convey the disclosed in-
formation to the user?).

Referring to the what level, the content of the transparency cue
has to be specified at the beginning of the design process [20].
Many researchers here referred to the distinction of global informa-
tion about how the whole technology works and local information
describing why the technology produced a certain result in a partic-
ular case. Whereas some argued that case-specific information leads
to more effective learning and should be strived for [21], others
stated that more general information serves as a better explanation
[7] or that users prefer having both global and local cues [22]. Fur-
thermore, scholars claimed, for instance, that it should not only be
explained why an event happened but also why this event occurred
instead of a different one (i.e., contrastive or why-not explanation;
[7]). For instance, Miller [7] discussed the example of an animal clas-
sification system and posited that contrastive explanations (“Why is
a particular image labelled as a beetle instead of a spider?”) are also
easier to derive than plain why explanations (“Why is a particular
image labelled as a beetle?”) because a smaller number of causes
has to be indicated. While this is also controversial and may be
context-specific [23], regarding the level of detail, most researchers
agreed that simple explanations with less information should be
aimed at (e.g., [7, 11, 20]). For example, Silva et al. [11] studied
decision-making tools and found that users rated explanations with

probability ratings for each decision option as less explainable than
explanations consisting of one sentence with removed information.
In this context, Miller [7] referred to the dilution effect expressing
that additional information may not only increase the cognitive
capacity for processing but also dilute the effects of more important
information. As these examples illustrate, although many propo-
sitions for distinguishing and structuring transparency contents
exist, concrete recommendations are largely not feasible because
little and fragmentary research has been done on users’ experiences
of such transparency cues.

Once a decision has been made on the content of the trans-
parency cue, how aspects move into focus [20]. Regarding the for-
mat of presentation, various studies underlined that users preferred
visualizations over text-based cues (e.g., [24, 25]). As an example,
Wastensteiner et al. [25] compared energy consumption feedback
in the form of a bar or line diagram to that in the form of sentences.
Contrary to the users’ preference ratings, the authors also found
that the text explanation was better understood, and Silva et al. [11]
even showed that various presentation formats (e.g., text, decision
trees, probabilities) did not affect trust perceptions or performances
differently when using a decision-making system. While most em-
pirical studies focused on comparing presentation formats, other
how aspects of transparency cues, such as the presentation modal-
ity, are mainly discussed at a conceptual level. For instance, auditory
cues are less explored than visual cues. This could be because visual
hints are easier to design and more intuitively understandable than
auditory ones. However, users may prefer the latter when they are
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engaged in other activities and therefore have less capacity to pro-
cess written or illustrated information. Increasingly and probably
due to technological advances, research is being conducted on how
transparency cues should be provided (e.g., adaptive, automatic, or
user-invoked) and on how interactive they should be (e.g., [7, 26]).
For example, imagine receiving transparency cues only upon re-
quest and being able to pose questions about given cues rather
than getting non-tailored and automatic information. In this regard,
dialectical theories of explanation were mentioned assuming that
explanations are a form of conversation (e.g., [27, 28]). However,
many how questions have not yet been satisfactorily answered or
even investigated.

4 DEFICIENCIES OF THE STATE OF
KNOWLEDGE AND OUTLOOK

As outlined above, there is a wide variety of approaches describing
possible design aspects to enhance technology transparency on
different levels. At the same time, there are still many gaps and the
current state of knowledge has major deficiencies that are to be
summarized in the following.

First, under the heading of Explainable AI, existing research was
mostly concerned with the technical implementation of transparent
systems rather than the experience of users (e.g., [31, 33]). For deci-
sion support and recommender systems, Nunes and Jannach [33]
found that only 21.5% of the existing studies evaluated their pro-
posed techniques and tools. Thus, the psychological perspective on
transparency cues has been given little attention. Yet, the intended
effects of the designers and developers may be different from the
users’ actual experience of the transparency cue. For example, de-
velopers may mistakenly assume that users are able to understand
a specific explanation because it is easily comprehensible to them
as experts. Also, they might have a misconception of what may be
relevant for the user to know or how users prefer the transparency
cue to be presented. In this context, Miller et al. [38] used Cooper’s
[39] phrase “inmates running the asylum” meaning that developers
may design software for themselves. Therefore, user studies should
become an essential part of developing transparency cues. How-
ever, we rather propose that studies on user preferences should be
conducted before as well as during and not only after designing
transparency cues. Thereby, resources (e.g., time, work resources,
money) could be saved and invested more effectively.

Second, consistent with the mentioned scarcity of user studies,
measures for evaluating transparency cues are lacking (e.g., [11, 40]).
Yet, standardized measurements would allow for dependable in-
sights and reliable comparisons between different transparency
cues. Silva et al. [11] also highlighted that proposed scales are not
appropriate for lay users indicating that it is crucial to include
potential users when constructing scales. In addition, various con-
structs were investigated to assess the quality of transparency cues
(e.g., satisfaction, trust, performance; e.g., [5, 33]), further imped-
ing the comparability of evaluation study results. Before concrete
measures are developed, important criteria for transparency cues
should therefore be defined and agreed upon.

Third, transparency cues were mostly developed for applications
that are targeted to experts rather than lay users (e.g., [22, 41]). For

instance, recommender systems for health professionals or admis-
sion specialists were featured with transparency information (e.g.,
[42, 43]). Although such domains are crucial to investigate, end
users should also be taken into account. On the one hand, deci-
sions of experts who used a recommender system might be more
accepted by patients or applicants if they understand its reasoning.
On the other hand, the focus on expert systems signals that other
technologies are rather neglected in research. Yet, findings on one
user group should not be transferred to other user groups because
they may have different needs (e.g., [5, 44]). As such, experts and
novices may require different transparency information because of
their divergent level of knowledge (e.g., [44, 45]). Research findings
also showed that interindividual differences influence the percep-
tion of transparency information. For example, users’ extraversion,
openness to experience as well as their technical affinity affected
their willingness to spend time with transparency cues [26]. Thus,
the experience of transparency cues should be examined with and
compared between different user groups using a broader range of
technologies.

Fourth, most research was not theory- or hypothesis-driven but
rather exploratory (e.g., [32, 38]). Thus, no comprehensive theories
or models exist that could guide the design of transparency cues.
However, understanding the reasons why certain transparency
notices lead to more favorable user perceptions and developing
theories based on these reasons would enable more generalizable
statements about the design of transparency notices. Current pub-
lications already suggested theories from diverse research areas
– such as explanation, sensemaking, social attribution, and cog-
nitive processing research – that could be applied to designing
transparency cues (e.g., [7, 27]). Future studies should aim at empir-
ically investigating and further developing these propositions for
the new application domain or developing alternative theoretical
approaches if needed.

5 CONCLUSION
Technology transparency is an issue of increasing importance in
HCI research and practice. Yet, the current state of research shows
a lack of consensus on how transparency cues should be designed
[20, 33] and provides only limited foundations for practitioners
[4, 46]. The present article can be seen as first step to address
this shortcoming. On the one hand, the overview on the state of
knowledge given in section 3 can serve as an initial guidance for
usability professionals on which aspects could be considered when
designing transparency cues. On the other hand, the analysis of
deficiencies and next research steps in section 4 offers a basis for
future studies by showing which issues need to be systematically
investigated and which research gaps should be filled. In all of
these steps, it is important to put the user at the center. Ultimately,
transparency aims at happy, self-determined users – at least this is
our vision of positive user experience.
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