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While more and more data is collected for machine learning, validation and exploration of
these data become increasingly challenging. Moreover, if the collection of feature data is
expensive, or the amount of usable features is limited, feature selection is often employed.

In [GLS18] we present an algorithm, which is able to select the most relevant features
and stops automatically once the information added does not improve the quality of the
result anymore. It is possible to specify an upper limit of features, and our algorithm is
independent of any following machine learning task. The selection algorithm is based on
the so-called Historical JMI (HJMI) score, as it uses the information from already selected
features:

JHJMI (Xk,S) =JH + I(Xk ;Y ) −
∑

Xj ∈S[I(Xk ; Xj) − I(Xk ; Xj |Y )]
|S | .

The set S contains already selected features. Xk refers to the currently investigated feature and
Xj to an already selected feature out of S. Xk and Xj are features out of X = {X1,X2, ...,Xl},
where l denotes the number of all features. Y deĄnes the target variable, which we like to
predict. JH is the historical information about the selected features, I(Xk ;Y ) and I(Xk ; Xj)
refers to the mutual information. I(Xk ; Xj |Y ) speciĄes the conditional mutual information.

The algorithm to calculate the HJMI is given by:

1. Set JH = 0

2. Calculate JHJMI (Xk,S) for all Xk ∈ X\S

3. Save the largest result for JHJMI (Xk,S) as JH and add the associated Xk to S

4. Repeat 2 and 3 until the stopping criterion is met or the maximum amount of features
is reached
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As for stopping criterion, we propose δ > JHMI−JH
JH

, i.e., if the information added by a new
feature Xk does not increase the information of the already selected features in S by more
than a given δ, the algorithm will stop. However, as in a typical exploratory setting, the
choice of the stopping criterion is to be reĆected case-dependent as well as its interpretation.
Compared to PCA, which only considers the pairwise dependence of features, the JMI is
more general as it approximates the mutual information of the conditional distribution Y |(S).

To evaluate our approach, we used the NIPS Feature Selection Challenge [Gu04], similar to
[Br12]. The results are shown in Table 1. A detailed analysis can be found in [GLS18].

Benchmark JMI Validation
Error [%]

JMI Amount of
Features (l)

HJMI
Validation
Error [%]

HJMI Amount
of Features (l)

ARCENE 21.19 20 19.64 32
DEXTER 15.0 60 13.0 21
DOROTHEA 32.99 200 25.63 24
GISETTE 4.1 200 8.0 26
MADELON 10.67 20 10.67 20

Tab. 1: Results for NIPS Feature Selection Challenge. The Ąrst column shows the smallest error
for the validation set, with features selected using JMI. The second column shows the amount of
features used to achieve this result. The third and fourth column present the same information for the
newly introduced HJMI-based algorithm. In most cases, HJMI is as good or better than the JMI. For
GISETTE, JMI outperforms HJMI. However, it depends on the application if a reduction of only 3.9%
in prediction error is worth selecting 174 additional features.
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