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ABSTRACT
The application of machine learning (ML) in themedical domain has
recently received a lot of attention. However, the constantly grow-
ing need for data in such ML-based approaches raises many privacy
concerns, particularly when data originate from vulnerable groups,
for example, people with a rare disease. In this context, a challeng-
ing but promising approach is the design of privacy-preserving
computation technologies (e.g. differential privacy). However, de-
sign guidance on how to implement such approaches in practice has
been lacking. In our research, we explore these challenges in the de-
sign process by involving stakeholders from medicine, security, ML,
and human-computer interaction, as well as patients themselves.
We emphasize the suitability of reflective design in this context by
considering the concept of privacy by design. Based on a real-world
use case situated in the healthcare domain, we explore the existing
privacy needs of our main stakeholders, i.e. medical researchers or
physicians and patients. Stakeholder needs are illustrated within
two scenarios that help us to reflect on contradictory privacy needs.
This reflection process informs conceptional design rationales and
our proposal for privacy-preserving explanation user interfaces. We
propose that the latter support both patients’ privacy preferences
for a meaningful data donation and experts’ understanding of the
privacy-preserving computation technology employed.

CCS CONCEPTS
•Human-centered computing→HCI design and evaluation
methods; Scenario-based design; • Security and privacy → Hu-
man and societal aspects of security and privacy.
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1 INTRODUCTION
The value of machine learning (ML) in healthcare is especially ob-
servable if patients have rare or highly complex diseases that cannot
be studied in ‘classical’ randomized controlled trials [28]. However,
the use of ML raises several privacy concerns (e.g. [14]) since such
patients belong to a vulnerable group [20]. Previous research, for
example, has highlighted privacy risks associated with the extrac-
tion of sensitive information about individuals from trained ML
models (e.g. [9]) or the possible identification of specific individuals
in the data used to build these models (e.g. [30]). These privacy risks
emphasize the urgent need for protecting particularly sensitive data
in medical contexts. One approach to mitigate these privacy risks
is to apply privacy-preserving technologies (PPT) [15] and, more
specifically, privacy-preserving ML (PP-ML) [16]. Specific methods
(such as differential privacy (DP) [8]) are employed to generate ML
models that provide high utility1 while preserving privacy prefer-
ences of individuals whose data are used for training the ML model.
Not only are ML and privacy highly complex concepts in human-
computer interaction (HCI) but so is the design itself. When these
concepts meet, i.e. when designing for PP-ML, HCI researchers and
practitioners need to consider legal measures, technological capa-
bilities, contextual requirements and social norms. One attempt to
capture these complex requirements during the development of
new PPT is the concept of privacy by design (PbD) (e.g. [33, 42]).
PbD describes a ‘dialogue’ to “carry our core values into the future
rather than letting them fade from the future” [7]. Researchers have
adopted PbD in various settings and contexts. However, Wong and
Mulligan note regarding to the HCI context that “the term ‘design’
and the roles it might play in protecting privacy remain under ex-
plored” [41]. Considering Wong and Mulligan’s research, we adopt
their perspectives2 on PbD to highlight existing conceptional design
approaches in privacy research and discuss how they can support
our design of a novel PPT. A holistic understanding of privacy must
also be applied in healthcare settings, where technologies should be
understood as socio-technical systems that must accommodate mul-
tiple, possibly divergent privacy preferences. This situatedness of
PP-ML within specific contexts (e.g. medical, educational, political)
adds to the complexity of designing for PPT.

In this article, we propose a reflective approach (cf. [29]) when
designing privacy-preserving computation technologies, i.e. PP-ML.

1The utility in ML quantifies the correctness of the model’s prediction. Typical func-
tions to assess model utility rely on calculating the distance between correct or mea-
surable outcomes for a data point and the model’s prediction regarding it.
2These PbD perspectives should not be seen as distinct; instead, they overlap.
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This approach is motivated by our understanding of privacy as an
individual right and societal value. Our research is motivated and
informed by a real-world use case situated in a clinical setting. Here,
ML is applied to build a decision-support system that recommends
suitable treatments for diabetes patients based on their health con-
ditions. We are collaborating for this use case with stakeholders
from the security and ML domain as well as medical researchers
or physicians and patients. Our overarching goal is to enable a
sovereign data donation process for patients in a clinical setting. In
Section 2, we discuss the possibilities offered by PbD in the design
process from a software engineering, user-centered design (UCD)
and reflective design perspective. In Section 4, we introduce our
use case from the healthcare context. We illustrate our stakeholders
and their privacy preferences by presenting the design situation
in two scenarios. We use the latter (Section 4) as a valuable de-
sign technique to describe specific design contexts (cf. [5]) and use
contextual integrity [22] as an analytical lens to reflect on the spe-
cific privacy preferences and explanation needs of our stakeholders.
Based on this approach, we introduce conceptional design ratio-
nales for privacy-preserving explanation user interfaces (PP-XUI) in
Section 5.

2 RELATEDWORK
The concept of PbD emphasizes several perspectives that suggest
incorporating privacy early in the design process [41]. In the fol-
lowing, we describe three perspectives on PbD: secure software
engineering, UCD and reflective design. These perspectives are
fluidly interconnected, yet, this subdivision supports us in gain-
ing a more structured understanding of the respective research
landscapes that equally inform our use case (cf. Section 3).

2.1 PbD from a Secure Software Engineering
Perspective

The focus of PbD in software and system engineering often lies on
solving a specific problem that relates to the users or the developer
or engineers3 [41]. Another option is for security experts to provide
tools or methods in the form of privacy-enhancing technologies
(PET) to help developers or engineers address privacy concerns in
their development practices. Such PETs aim at “preventing unnec-
essary or unwanted processing of personal data, without the loss of
the functionality of the information system” [38]. A new group of
PETs are the so-called privacy-preserving computation technologies
that ensure privacy by using the benefits of data processing, for ex-
ample, ML. Existing PbD strategies in secure software engineering
are interwoven into each phase of a cyclic development process4,
taking into account so-called privacy design patterns5. These strate-
gies translate vague legal norms into concrete design requirements
early in the design process. The underlying assumption of this
line of research is that users carry out better privacy-enhancing
decisions if they have the ‘right’ information and developers or

3With ‘developers or engineers’ we refer to researchers and/or practitioners who
have a focus on the computational and engineering aspects of PbD. This intentionally
contrasts this group to ‘developers or designers’ who focus more on the design aspects
that relate directly to users and interactions.
4The phases are described in detail in Hoepmann’s “Privacy Design Strategies (The
Little Blue Book)” [12].
5A privacy pattern catalog is provided at https://privacypatterns.org.

engineers have the ‘right’ tools, for example, a suitable PET [41].
This PbD perspective considers predominantly developers or en-
gineers. It is aimed at providing developers or designers with an
adaptable ‘toolbox’ to consider privacy during system design and
development and, thus, constitutes a valuable perspective on PP-ML
for our use case (cf. Section 3). Nevertheless, it is also important
to consider a UCD perspective that shifts the focus to users and
actively involves them in the technology design process (e.g. [23]),
which is presented in the next subsection.

2.2 PbD from a User-Centered Design
Perspective

The UCD perspective often focuses on notice-and-consent mecha-
nisms, which are regulatory mechanisms to legally ensure individu-
als’ accountability for their own privacy decisions (e.g. [2, 4]). Thus,
the primary stakeholders in this perspective are users. The General
Data Protection Regulation (GDPR) specifies that individuals, i.e.
users, need to express their consent to the processing of personal
data without coercion, in a specific situation, and in full knowledge
of the facts, for example, by a written, electronic statement [25].
Such notice-and-consent mechanisms intend to bridge an assumed
knowledge gap between an institution providing a service and a
person using that service [19]. The GDPR deliberately does not
provide any design templates or rules for how to bridge this gap
effectively. Research has shown that current implementations of
notice-and-consent mechanisms, i.e. privacy policies, especially on
the web, are too lengthy and challenging to understand (e.g. [3, 32]).
As a result, people are unlikely to read these policies [19].

The underlying assumption of a UCD perspective on privacy is
that more ‘usable’ privacy information and tools help users to make
better privacy-enhancing decisions [41]. Nonetheless, in UCD, it
is the designer who ultimately ‘decides’ which (collected) user’s
privacy preferences should be considered and are translated into
user interface requirements. Thus, the specific world view of a
developer or designer materializes in the interaction design or
technology solution. As a result, it seems that individual choice
is reduced to conformity [36]. By reducing the option of choice,
individuals tend to feel disempowered, which also prevents them
from becoming responsible actors. In the next section, we introduce
reflective design as a valuable direction for realizing this objective.

2.3 PbD from a Reflective Design Perspective
For a socially responsible PPT design, developers or designers need
to reflect on their “values, attitudes, and ways of looking at the
world” [29]. This also evokes critical reflection that aims at bring-
ing otherwise “unconscious aspects of experience to conscious
awareness” [29]. Reflective design integrates insights from var-
ious approaches that are part of the third wave of HCI [11]. It
adopts essential ideas, inter alia, from participatory design [26, 39],
value-sensitive design [10], and critical technical practice [1]. Various
stakeholders6 have an active role in the design process in reflective
design. Developers or designers and users reflect on their practice.
Design is used to explore the needs of people and situations in
group activities or workshops. During the latter two, developers
6We differentiate two stakeholder groups: ‘direct stakeholders’ interact directly with
the technology and ‘indirect stakeholders’ are indirectly affected by the technology.
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or designers can collect and reflect on stakeholders’ values and
expertise. In addition to efficiency and usability, other social values,
such as justice, welfare and human rights, become the focus of the
design. The close engagement with all stakeholders (direct and in-
direct) brings initially unconscious values to the fore. Thus, design
is considered as process of inquiry, and developers or designers are
researchers situated in a “context of practice” [27]. Through such
an approach, the limits and holistic effects of a design are reflected
from the beginning in the design process, during which technol-
ogy is often seen as an approach to support skepticism about and
reinterpretation of one’s own working [29]. Wong and Mulligan
highlight that technologies incorporating these ideas are sensitive
to socio-cultural differences and specificities [41]. Such technolo-
gies do not rely on a predefined conception of privacy; instead, the
concept of privacy emerges within the reflective design process
and the engagement with the respective context [41]. Accordingly,
privacy is considered to be “[...] a living, continually changing
thing, a fluid concept, dependent on socio-cultural factors” [17],
which is shaped by different stakeholders and social, cultural and
institutional contexts.

In summary, by building on these three perspectives, we have
brought to the surface essential ideas for a PPT design and highlight
how each PbD perspective considers a specific stakeholder group.
In the next section, we describe our real-world use case and how
we implemented such a reflective design process therein.

3 USE CASE: PRIVACY-PRESERVING ML IN
HEALTHCARE

Based on our discussion of the related work, we introduce our use
case which is situated in the healthcare domain and focuses on
enabling sovereign data donation for patients. At the start of the
project, our diverse stakeholders (patients, medical researchers or
physicians, security researchers) confronted us with a dilemma:
Medical researchers or physicians emphasized their need for ‘more’
data to improve the utility of the ML model in order to support
better medical decisions. Patients shared their concerns regarding
their privacy preferences. Security researchers explained that the
need for more privacy might impact the utility of the ML model.
In alignment with our reflective design process that integrates the
expertise and values of all involved stakeholders, we knew that
we could not prioritize only one of these requirements and, thus,
needed to find a compromise. Balancing this trade-off required us to
reflect on our design process with our stakeholders. Consequently,
we decided to use scenarios which finally informed our conceptional
proposal of a PP-XUI.

In our use case, ML is applied to build a decision-support system
that recommends suitable treatments for diabetes patients based
on their personal health data. The ML model training relies on data
from a long-term clinical research program based on randomized
controlled trials. It includes patients’ health conditions (e.g. blood
and liver values) and contextual information (e.g. marital status,
income). The ML-based decision-support systems have become
increasingly important in healthcare. They enable the transfer
of cutting-edge knowledge to hospitals which are not research-
intensive where limited experiences in this field exist. However, the
provision of such decision-support systems to external stakeholders

accommodates the risk of personal data becoming public as research
has shown that the process of turning training data into a model
is reversible (e.g. [9]). This situation led to various propositions
in the context of privacy-preserving computation. Cryptographic
concepts, for example, can keep the training data secret, or private
computing methods can alter the data randomly, thereby making
them unrecognizable. One of these techniques is DP [8],7 which
builds on the idea of adding ‘noise’ to the results of a computation
based on certain constraints. DP is implemented in ML libraries
such as Pytorch8 and TensorFlow9. We employ the latter library
with the Private Aggregation of Teacher Ensembles (PATE) frame-
work for realizing different notions of privacy guarantees [24].10

The information flows and stakeholders in the system environ-
ment based on PP-ML are shown in Figure 1. We differentiate two
main stakeholders: A patients (data owners) and B medical re-
searchers or physicians (data consumers). According to PATE, the
system environment is separated into a private and a public part.11
The latter contains the public C PP-ML model outcome that is
trained on anonymized data. From a HCI perspective, we focus on
the question how we can support patients in making an informed
and sovereign decision when donating their data for research pur-
poses. We envision that patients donate their data based on their
individual privacy preferences. The data become part of the model
training and are combined with other patients’ data. Based on DP,
the data privacy is provided in the D system based on PP-ML
according to patients’ privacy preferences. Given the patients’ data
and the privacy mechanism, the actual PP-ML model provides an
outcome which guarantees a specific level of privacy. The resulting
PP-ML model can be provided to external medical researchers or
physicians without compromising the privacy of the patients. The
informed decisions of the patients are materialized in a E PP-XUI
which conveys how patients’ privacy preferences impact the utility
of the privacy-preserving computation technology, i.e. it communi-
cates the added value of individual data use. Thus, we accompany
the process of data donation with additional information, namely,
how patients’ privacy preferences impact the utility or accuracy
of the trained model, i.e. the PP-ML model outcome for medical
research. We suggest relating the individual decision to not only
the risks of re-identification but also to the added value of data use.

This proposed concept emerged during the design process, which
we present in the next section (cf. Section 4). Building on that, we
discuss our proposal of a E PP-XUI in detail (cf. Section 5) and
introduce open research questions.

7In addition to DP, there are methods such as Secure Multiparty Computation [44],
Federated Learning [43], and Homomorphic Encryption [35]. An overview of privacy
risks in ML and the corresponding protection methods is provided in Liu et al. [18].
8For further information, please see https://opacus.ai/.
9For further information, please see https://github.com/tensorflow/privacy.
10PATEwas chosen as an algorithm since it inherently offers a separation between a pri-
vate and a public data space. It thereby does not only offer high privacy protection but
also exhibits potential for intuitive understanding of the underlying mechanism [24].
11We purposefully simplified the functionality of PATE, since we focus on the design
process rather on the technical realization.
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Figure 1: Information flows and stakeholders ( A patient and B medical researchers or physicians) in a system environment
based on PP-ML divided into a public and private part. The D system based on PP-ML consists of a model that is trained by
privatized datawhich leads to the C PP-MLmodel outcome. Individual privacy preferences can bemodified by the E PP-XUI.

4 DESIGNING FOR PRIVACY-PRESERVING
COMPUTATION

At the beginning of the project, we planned a typical human-
centered design process, assuming that the problem was well-
defined and that we only needed to explain the functionality of
DP to the patients. Instead, we experienced that a lot of questions
existed regarding the ML pipeline and the privacy-preserving com-
putation technology used, namely DP, also in our interdisciplinary
project team (consisting of experts in medicine, ML, security and
HCI). Among them were questions such as “how does DP affect the
utility of an ML model in general?” or “how do specific privacy pref-
erences impact the utility of the model?”We realized that in order to
design a PP-XUI that communicates the impact of patients’ privacy
preferences, we needed to consider not only the patients but also
the medical researchers or physicians who need to understand the
capabilities and limitations of PP-ML. Thus, we had to take a step
back and decided to employ Carroll’s proposal of a scenario-based
design [5] to reflect on the needs of our stakeholders by specifying
scenarios. A scenario-based design provides “a framework for man-
aging design that considers the nature of design problem solving as
it occurs in the context of technology development” [5]. Scenarios
are concrete hypotheses about what people using a possible design
will do, think and experience. Characteristic elements exhibit a
specific setting and actors who typically have personal goals and
preferences. Scenarios consist of a plot, i.e. a set of sequences of
actions in which actors do something or something happens to
them [5]. These scenarios allow us (developers or designers) to
experience the design as a ‘conversation’ with a situation which
is comprised of many interdependent components12 [27]. Such a
conversation allows for a reflection on the potential consequences
of the design. At the same time, the process of constructing such
scenarios has already evoked reflection [5], even though they only
provide a partial view of the design.

In the following, we present two scenarios for PPT that went
through multiple iterations to capture existing requirements from

12Carroll suggests that a scenario is like a ‘soft’ prototype since it provides claims on
how a potential user will interact with the system and what the user will experience.

the perspective of multiple stakeholders comprehensibly. The pro-
tagonists of the following scenarios are fictional, yet, the circum-
stances described are based on well-documented discussions and
conversations we have had with experts in the medical, ML, secu-
rity and HCI fields since the beginning of our project, and privacy
concerns discussed from the patient-user perspective. We use these
scenarios to uncover a number of conceptional design rationales
that resulted in our proposal of a PP-XUI in Section 5. Each sce-
nario is situated in a different context of use. In the future, we plan
to use these scenarios as a resource for reflection in co-creation
workshops.

4.1 Scenario 1: Using Privacy-Preserving ML
Nicola is a senior physician specializing in nutritional medicine who
is finalizing a long-term study about the nutrient habits of people
and the likelihood of them developing type 2 diabetes mellitus. She
conducts a randomized controlled trial with over 2000 patients and
collects data on health conditions (e.g. blood and liver values) and
contextual information (e.g. marital status, income). Her colleague
Porter, who participates in a global health program, introduces the
idea of building a ML-based decision support system on her data
that recommends individualized treatments on new patient data.
He wants to provide this system to other hospitals on a global scale.
Nicola is hesitant because she has not had any experience with ML
systems in medicine. Nonetheless, Porter somehow convinces her,
and they set up a new research project (funded by the global health
program) that needs to be reviewed by the hospital’s ethics commit-
tee due to the use of personal data. The answer comes immediately;
the ethics committee declines the proposal since it does not protect
the personal data included sufficiently. Even more concerning for
the ethics committee is the fact that data were collected for a spe-
cific study and not for building a piece of software. Nicola does not
understand this decision; she wants to help people. In her opinion,
healthcare is more important than privacy. After pondering about
this, Porter contacts his colleague Anna from the medical informat-
ics department and discusses the issue. She recommends the use
of PPT. Porter is excited while Nicola is now perplexed. Anna uses
words such as anonymization, utility, DP and noise and stresses:
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“There is an urgent need to apply these technologies. Privacy and
medical research are not mutually exclusive.” Nicola shakes her
head: “Based on my experience, there is a high willingness of pa-
tients to donate their data. Why do we need all this security stuff?”
After a long discussion with Anna and Porter, she finally agrees
to submit the revised proposal to the ethics committee, but her
reservation about such technology remains.

4.2 Scenario 2: Individual Privacy Needs
Harper and her family doctor, Toni, have an honest patient-doctor
relationship. At her regular checkup, Harper learns about a new
global diabetes study. Toni tells her that the study employs a novel
application that allows patients to donate their data individually
and securely. In the past, Harper has been offered the opportunity
to participate in similar studies, but she always deliberately de-
clined. One primary concern is her employer; if they learn about
her severe diabetes, it might impact her career opportunities. On a
digital rights blog platform, she reads about more extreme cases in
which nonconsensual publication of mental health diagnoses led to
people being dismissed. As a result, Harper has begun to be more
careful about sharing data. She distrusts institutions, no matter
how well-known they are or how many guarantees they might pro-
vide regarding protecting her data. In addition, the consent forms
used by many institutions are overly long and she has difficulty
understanding the wording. However, she can discuss every step
of her diabetes therapy or ask questions about her data with Toni.
He urges Harper to participate in the study because she has been
diagnosed with type 2 diabetes mellitus. While considering this
option, she wonders: “How do these people ensure that my data are
safe?” Toni explains that the data would be anonymized and made
available to other medical institutions in such a way that there
would be no way for conclusions to be drawn about Harper’s per-
son based on her data donation. Toni cannot provide more suitable
explanations because he has not received enough information about
the study. However, he recommends that Harper takes a closer look
at the study website: “Please, read through the study program more
carefully. I can imagine that it could be extremely promising for
you. Unfortunately, I am just a family doctor, and I do not have the
resources to familiarize myself with recent research. Nevertheless,
this research program can provide me with valuable insights into
treating your disease even better. Think about it again.”

5 CONCEPTIONAL DESIGN RATIONALES
Privacy in HCI is understood as both individually subjective and
socially situated [20]. This notion of privacy is visible in our use
case. In addition to the reflection on privacy concerns during the
creation of each scenario (cf. Section 4), we also use an analytical
lens to capture existing information gaps better. Accordingly, we
use Nissenbaum’s framework of contextual integrity to explore the
needs of our stakeholders in terms of informational norms13 which
relate to a specific individual context [22]. Nissenbaum suggests
the contextual integrity is a heuristic or “a model for understanding
and predicting reactions to alterations in information practices,

13Four aspects characterize these norms: context, actors (senders of information, re-
cipients of information and information subjects), attributes (information types) and
transmission principles.

particularly those caused by the deployment of information tech-
nology” [22]. Thus, when an information technology employed
(e.g. PP-ML) considers informational norms, contextual integrity is
ensured; otherwise, it is not.

The first scenario is situated in a clinical setting, in which the
protagonists aim to use a ML-based decision support system for
knowledge transfer in a global health initiative. We can differentiate
specific actors: patients are the senders of information and also the
information subjects, as they provide their personal data. Nicola
and her colleagues are the recipients of information. Connecting
both information types, i.e. health conditions and contextual infor-
mation, can violate the contextual integrity, as finally argued by
the ethics committee which declines the proposal due to privacy
concerns about inadequately protected patient data. The use of
PP-ML is intended to resolve this situation. The second scenario
is characterized by mutual trust in a family practice. Harper is the
sender of information and also the information subject. However,
the receiver of information is not clearly named in this scenario,
i.e. who are the users of the system in the global health initiative?
By whom is the ML model retrained? How is privacy ensured in
the system? From Harper’s perspective, the scenario describes a
challenging situation since Toni, whom she trusts, tries to convince
her to donate data. It is not clear from the scenario to what extent
Harper is able to consider her personal values regarding her privacy
when donating her data. We can observe different violations of the
context-relative informational norms in both scenarios which chan-
nel into the same observation: information senders and receivers
need to be able to interpret the technology used in order to be able
to make an informed decision and understand its effects, i.e. in
terms of individual and social impact. This is why we hypothesize
that we should not only focus on the notice-and-consent mecha-
nisms, as is often the case in UCD privacy research, but that we also
need to consider the PP-ML used. We relate this hypothesis back to
the starting point of this article. For this, we consider conceptional
design rationales when providing information that explain why and
how they are designed (e.g. [13]). Conceptional design rationales
help one make an informed decision and build consensus, ensure
quality, and elicit perspectives and trade-offs from our stakeholders.
We consider techniques that provide transparency about privacy in
direct relationship to donated data with the intention of supporting
patients in interpreting their data donation in terms of individual
privacy preferences.

With reference to Figure 1, our conceptional design rationales
consider two main layers: first, the underlying system based on
PP-ML and, secondly, the actual PP-XUI. We identify the primary
explanation needs14 of our stakeholders based on the scenarios. In
order to balance the trade-off explained in the use case we suggest
three conceptional design rationales that we use as the foundation
for planned co-creation workshops and will then inform the future
design of our PP-XUI: We need to (1) facilitate interpretability re-
garding the PPTs that are used to ensure data protection (e.g. [6, 21]),
(2) communicate the privacy risks and opportunities of data usage
through transparency (e.g. [34, 40, 45]) and (3) promote reflective
thinking through meaningful decision support (e.g. [36]). Only in

14‘Explanation needs’ highlight different views of stakeholders on ML systems [37]
that should be addressed in explanation user interfaces.
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this way can we ensure that our stakeholders have an adequate
understanding of legal norms, are aware of potential privacy risks
and can understand their privacy decisions. These conceptional
design rationales aim to accomplish the balancing act between our
stakeholders and the underlying PPT. This can be done by promot-
ing an understanding of how privacy-enhancing decisions affect
the PP-ML model outcome and how these can be interpreted, and
how individual decision making can be critically reflected within a
PP-XUI.

6 CONCLUSION AND FUTUREWORK
Our paper explores how multiple stakeholder needs and PbD in the
medical, ML, security and HCI domains can be critically reflected in
a specific setting. We have developed two scenarios that illustrate
different aspects from the perspective of our two main stakeholder
groups using a real-world use case from the healthcare domain. We
use these scenarios to highlight the consequences or contradictions
when designing with privacy-preserving computation technologies.
We evaluate our scenarios using contextual integrity, which allows
us to understand which informational norms, whether in cultural
or social contexts, ensure the expected information flow in terms
of privacy [31]. This evaluation leads to the identification of con-
crete gaps in informational norms. Understanding these gaps in
informational norms, in turn, informs a specific trade-off between
individual stakeholder needs and their privacy concerns, thus, char-
acterizing conceptional design rationales of PP-XUIs. As a next
step, we will reassess the assumptions of our conceptional design
rationales by using them as a basis for co-creation workshops. The
results from those workshops and additional aspects of our ongo-
ing research will finally inform the development and design of our
future PP-XUI.
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