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Abstract: Identifying structural patterns in conceptual models serves a variety of
purposes ranging from model comparison to model integration and exploration.
Although there are a multitude of different approaches for particular modelling
languages and application scenarios, the modelling community lacks an integrated
approach suitable for conceptual models of arbitrary languages and domains.
Therefore, a generic set-theory based pattern matching approach has recently been
developed. To prove that this approach is beneficial in terms of performance, we
conduct a statistically rigorous analysis of its runtime behaviour. We augment the
original approach to include a caching mechanism that further increases perfor-
mance. We are able to show that the original algorithm is able to identify arbitrary
patterns within milliseconds. The caching extension further increases performance
by up to fifty per cent given the model base and patterns we used.

1 Introduction

Structurally analysing conceptual models serves a wide variety of purposes. In the do-
main of Business Process Management (BPM) it helps detect process improvement po-
tential [VTM08]. In case of mergers and acquisitions, identifying structural patterns in
process models allows for comparing heterogeneous process landscapes to one another.
Such a comparison can then be used to integrate various process models containing sim-
ilar or equivalent structures [Di09]. Identifying patterns in conceptual models is also
useful for business process compliance checking [Kn10] as well as determining the syn-
tactical correctness of a particular model [Me07]. In the domain of database engineering,
detecting structures in conceptual models addresses the problem of schema matching and
integration [PS11; RS10]. In all of these application scenarios a manual analysis is ex-
tremely costly, since the number of models to be analysed may range in the thousands
[YDG10]. Furthermore, each model may contain hundreds of elements. Structural pat-
tern matching can therefore only be beneficial if it is conducted in an automated or at
least semi-automated way. To that end, we have developed a generic set-theory based
pattern matching approach that is able to find patterns in conceptual models of arbitrary
modelling languages [De10].
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The approach is based on the idea that any graph-based conceptual model can be re-
garded as the set of its objects and relationships. The approach was prototypically im-
plemented as a plug-in for a meta-modelling tool that was available from a previous
research project [DK07]. To prove that our approach is beneficial in terms of perfor-
mance, we conduct a statistically rigorous analysis of its runtime behaviour. We evaluate
the approach on two sets of Event-driven Process Chains (EPC) [Sc00] that were availa-
ble from previous research projects as well. In total, we analyse process models having
between 20 and 343 elements. The patterns we search for are based on the works of
[Me07] who defines syntactical errors in EPCs and [Va03] who identify workflow pat-
terns. We are able to demonstrate that the generic set-theory based approach allows for
finding structural pattern matches within milliseconds. We augment the approach to
include a caching algorithm that further improves matching performance by up to fifty
per cent given the model base and patterns we used. The algorithm is based on the idea
of storing frequently used sub-patterns in a data structure that allows access in constant
time.

The remainder of the paper is structured as follows. In Section 2, we discuss related
work. Our analysis indicates that there is no generic pattern matching algorithm that
finds matches within milliseconds. In Section 3, we briefly elaborate on the approach to
be evaluated. We continue by explaining the caching mechanism augmenting the origi-
nal algorithm. In Section 4, we provide a detailed performance analysis of the approach
both with and without the caching algorithm. We conclude by summarizing our main
findings and providing an outlook to future research.

2 Related Work

Identifying structural patterns in conceptual models serves multiple purposes in the
fields of database engineering and business process management. To identify relevant
literature, the keywords ‘schema matching’, ‘business process’, ‘similarity’, ‘merge’,
‘check ’, ‘comparison ’, ‘compliance’, and ‘exploration’ were used in combination with
Google Scholar. Primarily, recent literature from the last five years was analysed. We
furthermore included some sources from unstructured search.

In the field of database engineering, various approaches have been proposed addressing
the problem of schema matching and integration. Two or more schemas are taken as
input and semantically as well as structurally equivalent elements are identified to create
an integrated schema as output [RB01]. Some of these approaches assume the underly-
ing schemas to exhibit a tree-like structure [RS10; TC06; Au05] others identify similar
model parts [PS11; SDH08; DHY08].

In the field of business process management pattern matching is closely related to the
topic of model analysis, which serves multiple purposes ranging from model comparison
[Di10; YDG10; DDG09; AVW08; Kü08; VDM08; EKO07; SM07a; VAW06;] and
model merge [La10; WDM10; Di09; SM07b; Gr05; UC04] to model exploration [We11;
Kn10; Sm10; We10; Fa09; Sm09; WHM08; Aw07].
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All of these approaches address very particular tasks related to the identification of pat-
terns in conceptual models. Furthermore, some of them restrict themselves to specific
modelling languages or do not provide exact matching algorithms but approximation-
based heuristics. We therefore argue that the modelling community would benefit from a
more generic pattern matching approach that is not limited to a particular modelling
language or application scenario and that at the same time is able to identify exact pat-
tern matches. Moreover, to be beneficial such an approach has to return results with
good performance. By providing a statistically rigorous performance evaluation, this
paper can therefore be seen as a continuation of the work of [De10].

3 Set-Theory Based Pattern Matching

3.1 Research Design

Our research follows the design science approach [He04] and more specifically the de-
sign science research methodology put forth by [Pe07]. Design science is concerned with
the creation of innovative artefacts solving previously unsolved problems. In our case
the artefact constitutes a generic pattern matching algorithm that is able to find structures
in conceptual models created in arbitrary modelling languages. The methodology of
[Pe07] stipulates six steps for the process of conducting design science, namely problem
identification and motivation, definition of the objectives for a solution, design and de-
velopment, demonstration, evaluation, and communication. In this paper, we conduct a
statistically rigorous performance evaluation of the artefact presented by [De10]. We
assess its capability of efficiently contributing to the analysis of conceptual models. In an
additional development iteration we augment the artefact to include a caching algorithm
that further improves performance.

3.2 Pattern Matching Approach

The idea of this approach is to apply set operations to a set of model elements, repre-
senting the model to be analysed. Based on graph theory, the approach recognizes any
conceptual model as a graph G, consisting of vertices V and edges E, where G=(V,E)
with E$V×V. Therefore, the approach distinguishes model objects, representing nodes,
and model relationships, representing edges, interrelating model objects. Starting from a
particular basic set, the approach searches for pattern matches by performing set opera-
tions on this basic set. We define the set O of all objects, the set R of all relationships,
and the set E = O ! R to be the basic sets required for this approach. By combining
different set operations, patterns are built up successively. Given a pattern definition, the
matching process returns a set of model subsets representing the pattern matches found.
Every match found is put into a separate subset. In the following, we introduce the avail-
able operations of the approach briefly. A detailed formal specification can be found in
[De10].
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Each operation has a defined number of input sets and returns a resulting set. In the ex-
planation of the operations, we use additional sets (X: arbitrary set of elements; Y: arbi-
trary set of objects; Z: arbitrary set of relationships) specifying which kinds of inputs an
operation expects.

" ElementsOfType(X,a) returns a set of all elements of X, belonging to the given ele-
ment type a.

" ElementsWithTypeAttributeOfValue(X,a,b) returns a set of all elements of X whose
type is assigned an attribute a. In addition, the instance of the type attribute has to be
of value b. A type attribute might be the label of an element. The function then re-
turns all elements having a particular label b.

In order to assemble complex pattern structures successively, the following operations
combine elements and their relationships and elements being related, respectively:

" ElementsWith{In|Out}Relations(X,Z) returns a set of sets containing all elements of X
and their {ingoing | outgoing} relationships of Z.

" ElementsDirectlyRelated(X1,X2) returns a set of sets containing all elements of X1 and
X2 that are connected directly via undirected relationships of R, including these rela-
tionships. Each inner set contains one occurrence.

" DirectSuccessors(X1,X2) is the directed analogue to ElementsDirectlyRelated.
A further category of operation is needed to build patterns representing recursive struc-
tures (e.g. a path of arbitrary length):

" {Directed}Paths(X1,Xn) returns a set of sets containing all sequences with undirected
{directed} relationships, leading from any element of X1 to any element of Xn. The
elements that are part of the paths do not necessarily have to be elements of X1 or Xn,
but can also be of E\X1\Xn. Each path found is represented by an inner set.

" {Directed}Loops(X) is defined analogously to {Directed}Paths. It returns a set of sets
containing all undirected {directed} sequences, which lead from any element of X to
itself.

To avoid infinite sets, only finite paths and loops are returned. To provide a convenient
specification environment for structural model patterns, we define some additional func-
tions that are derived from those already introduced:

" ElementsWith{In|Out}RelationsOfType(X,Z,c) returns a set of sets containing all
elements of X and their {undirected} directed, {incoming | outgoing} relationships of
Z of the type c. Each occurrence is represented by an inner set.

" ElementsWithNumberOf{In|Out}Relations(X,n) returns a set of sets containing all
elements of X, which are connected to the given number n of {undirected} directed
{incoming | outgoing} relationships of R, including these relationships. Each occur-
rence is represented by an inner set.

" ElementsWithNumberOf{In|Out}RelationsOfType(X,c,n) returns a set of sets contain-
ing all elements of X, which are connected to the given number n of {undirected} di-
rected {incoming | outgoing} relationships of R of the type c, including these rela-
tionships. Each occurrence is represented by an inner set.
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" {Directed}PathsContainingElements(X1,Xn,Xc) returns a set of sets containing ele-
ments that represent all undirected {directed} paths from elements of X1 to elements
of Xn, which each contain at least one element of Xc. The elements that are part of the
paths do not necessarily have to be elements of X1 or Xn, but can also be of E\X1\Xn.
Each such path found is represented by an inner set.

" {Directed}PathsNotContainingElements(X1,Xn,Xc) is defined analogously to {Di-
rected}PathsContainingElements. However, it returns only paths that do not contain
any element of Xc.

" {Directed}Loops{Not}ContainingElements(X,Xc) is defined analogously to {Di-
rected}Paths{Not}ContainingElements.

" {Longest|Shortest}{Directed}Path{Not}ContainingElements(X1,Xn,Xc) is defined
analogously to {Directed}Paths{Not}ContainingElements. However, the function
only returns the shortest or longest paths from elements of X1 to elements of Xn con-
taining or not containing at least one element of Xc.

By nesting the functions introduced above, it is possible to build structural model pat-
terns successively. The results of each function can be reused adopting them as an input
for other functions. In order to combine different results, the basic set operators union
(!), intersection (#), and complement (\) can generally be used. Since it should be pos-
sible to not only combine sets of pattern matches (i.e., sets of sets), but also the pattern
matches themselves (this refers to the inner sets), the approach incorporates additional
set operators. These operate on the inner sets of two sets of sets respectively. The Join
operator performs a union operation on each inner set of the first set with each inner set
of the second set having at least one element in common. The InnerIntersection opera-
tor intersects each inner set of the first set with each inner set of the second set. The
InnerComplement operator applies a complement operation to each inner set of the first
outer set combined with each inner set of the second outer set. Only inner sets that have
at least one element in common are considered. As most of the set operations introduced
expect simple sets of elements as inputs, further operators are introduced that turn sets of
sets into simple sets. The SelfUnion operator merges all inner sets of one set of sets into
a single set performing a union operation on all inner sets. The SelfIntersection operator
performs an intersection operation on all inner sets of a set of sets successively. The
result is a set containing elements that each occur in all inner sets of the original outer
set.

DirectSuccessors(ElementsOfType(O, Function),ElementsOfType(O, Event))

The example of an EPC pattern given above illustrates the application of the approach.
This pattern represents all functions that are directly succeeded by an event. The Ele-
mentsOfType calls return the set of all functions and events respectively. They take the
basic set O as input which represents the set of all objects contained in the model to be
searched. The second parameter specifies the type of the objects contained in the inter-
mediate result sets. These are then passed on to the DirectSuccessors call returning a set
of sets. Each inner set contains a function, the succeeding event and the edge between
these two objects.
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Figure 1 illustrates the prototypical implementation of the approach as a plugin for a
meta-modelling tool. The patterns are defined in a specification environment that is inte-
grated into the meta-modelling environment of the tool. The modelling environment
allows for executing the pattern matching algorithm. All elements that belong to a par-
ticular pattern match are highlighted. In the example presented in Figure 1 two pattern
matches were found. Each match consists of a function, its succeeding event and the
relationship between these two objects.

First match

Second
match

Pattern specification environment

Figure 1: Application of the pattern matching approach

3.3 Extensions of the approach

Our approach is implemented using the visitor design pattern known from software en-
gineering [Ga95]. A nested pattern definition is represented as a search tree. The algo-
rithm performs a depth-first search on that tree calculating the result of the leaf nodes
first and then returning this intermediate result to the next higher level of the tree. This
structure allows for efficiently caching intermediate results, since a given sub-tree may
appear multiple times within one pattern definition. Before calculating the result on any
given level in the search tree, the algorithm checks a hash table to see if the given sub-
tree has already been calculated. This hash table can be read in constant time, thus al-
lowing for extremely fast access.
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4 Performance Evaluation

4.1 Model Base

As model base, we chose 19 different EPC models that were available from two previous
research projects in the fields of public administration (nine models) [Be05] and the
retail industry (ten models) [BS04]. In terms of the former, the largest process model
contains 343 elements and describes the process of refunding student travel expenses.
The smallest model consists of 26 elements and depicts the application for a dog licence
fee. As far as the process models of the retail industry are concerned, the largest model
contains 150 elements and depicts the process of goods receipt. The smallest model
consists of 20 elements representing the return of empties. In terms of the structure of the
models, in both model pools the large models contain a disproportionately high number
of split-connectors.

We chose these model pools for two reasons. First, these processes were surveyed in real
life scenarios. Consequently, they allow us to test the pattern matching approach in a
realistic context. Second, these pools explicitly include very small process models hav-
ing a minimum of 20 elements as well as extremely large models of up to 343 elements.
This range of different model sizes allows us to evaluate the scaling characteristics of the
pattern matching approach. We argue that, other than the complexity of the pattern and
the abovementioned structure of the model, the size of the model is the factor that most
influences runtime performance. Additionally, we argue that most conceptual models
exhibit model sizes that fall into the range we cover here. We therefore conclude that the
results we obtained for EPC models are also representative of other process modelling
languages as well as application domains.

4.2 Patterns

In total we searched for seven patterns in each of the 19 process models. All but one
pattern check the syntactical correctness of EPCs. Although the matching approach can
be used in a variety of scenarios, we restrict ourselves to syntactical soundness checking
as this task requires the most complex patterns. Furthermore, the patterns we searched
for are based on the workflow patterns presented by [Va03] and common syntactical
errors in EPCs described by [Me07].

The first pattern we searched for is the “AND might not get control from XOR/OR”
(AND)-pattern reported in [Me07]. It returns paths of arbitrary length that begin in an
XOR/OR-split and end in an AND-join which is the successor of an event having no
incoming edges. The exact definition of that pattern is given below. Another very com-
mon syntactical error in EPCs constitutes a decision split after an event (DSAE) [Me07].
Other than that, we also searched for the syntactically correct version of that pattern, the
decision split after a function (DSAF). The exact pattern definitions can be found in
[De10]. Furthermore, we searched for connector loops (CL) which are paths of arbitrary
length that start and end in the same element and contain only connectors.
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DirectedPaths(
COMPLEMENT(

UNION(ElementsOfType(O,'OR'),ElementsOfType(O,'XOR')),
UNION(
SELFUNION(INNERINTERSECT(UNION(ElementsOfType(O,'OR'),

ElementsOfType(O,'XOR')),ElementsWithNumberOfOutRelations(
UNION(ElementsOfType(O,'OR')ElementsOfType(O,'XOR')),1)))

SELFUNION(INNERINTERSECT(UNION(ElementsOfType(O,'OR'),
ElementsOfType(O,'XOR')),ElementsWithNumberOfOutRelations(
UNION(ElementsOfType(O,'OR'),ElementsOfType(O,'XOR')),0)))

)),
INNERINTERSECT(ElementsOfType(O,AND),DirectSuccessors(

ElementsWithNumberOfInRelations(ElementsOfType(O,'Event'),0),
ElementsOfType(O,'AND'))))

We determined the longest sequence of activities (LSA) in each model which we define
as the longest paths not containing connectors. Additionally, we checked if every XOR-
split is joined by the appropriate counterpart XOR (XOR) [Me07]. This pattern returns
all paths from XOR-split connectors to XOR-join connectors not containing AND- or
OR-join connectors. We also searched for all paths not containing elements that have a
particular label (PRC). We define this pattern to calculate all paths from the start to the
end elements of the model. From this set of paths we subtract all paths that do contain
elements having that particular label. This second set of paths is calculated by joining the
set of paths from all start to all end elements with the set of elements exhibiting the label.
By defining the pattern in this manner, we calculate the paths from all start to all end
elements twice. In doing so, we are able to demonstrate the effect of the caching mecha-
nism on a computationally expensive operation like a path search. For reasons of brevity
we omit the exact definitions of the CL-, LSA-, XOR-, and PRC-patterns here.

4.3 Evaluation Process

To obtain the performance data in a statistically rigorous manner, we applied the steady-
state performance methodology presented by [GBE07]. The methodology was developed
to control measurement errors in Java programs caused by the non-deterministic execu-
tion in the virtual machine due to garbage collection, just-in-time (JIT) compilation and
adaptive optimisation. As described above, the pattern matching approach was imple-
mented as a plugin for a meta-modelling tool written in C#. This programming language
suffers from the same measurements errors. Therefore we adapted the approach of
[GBE07] to C#. To compensate for the non-deterministic behaviour of the virtual ma-
chine, we chose the so-called steady-state performance measurement determining pro-
gram performance after JIT compilation and optimisation.

The performance evaluation was conducted on an Intel® Core™ 2 Duo CPU E8400 3.0
GHZ with 3.25 GB RAM and Windows 7 (32-Bit edition). We disabled the energy sav-
ing settings in Windows and executed the process as a real-time process to avoid any
unnecessary hardware slow down or process switching. Prior to each search run a com-
plete garbage collection was forced. In doing so, we further eliminate systematic errors.
For the time measurement we used the high resolution QueryPerformanceCounter-API
in Windows in concert with the adapted methodology.
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During the initial warm-up phase, the JIT compiler optimized the pattern search algo-
rithm. This implies running the algorithm until the variation coefficient drops under two
per cent [GBE07]. This coefficient is calculated by dividing the standard deviation of all
runs by its mean execution time. This led to searching each pattern in each model at least
five times. Once this warm-up phase was completed and a steady state was reached, the
measurement phase started. During this phase, each pattern was searched in each model
ten times. After ten search runs, the meta-modelling tool was restarted triggering another
ten search runs. This process was repeated 35 times to compensate for the non-deter-
ministic behaviour of the virtual machine [GBE07]. For each process, the mean execu-
tion times were determined for each combination of pattern and model with caching
enabled and disabled respectively. This leads to a total of 70 measurements per combi-
nation of pattern and model, 35 for caching enabled and 35 for caching disabled.

4.4 Performance Data

We first consider the original algorithm without the caching extension. Runtime meas-
urements are depicted in Figure 2. Each model is represented on the abscissa by its num-
ber of elements. In each model all seven patterns were searched for resulting in one bar
for each pattern. The ordinate represents the time unit in milliseconds on a logarithmic
scale. Each measurement depicts the mean execution time of all 35 search processes. In
addition, each measurement exhibits a confidence interval smaller than one per cent
given a confidence level of 99 per cent.

Figure 2: Performance evaluation of the original algorithm

Figure 2 demonstrates that the majority of patterns are found within less than one
millisecond. In all but six cases results were obtained in considerably less than one se-
cond. The data suggest that our pattern matching algorithm returns results with an over-
all acceptable performance. Furthermore, the figure suggests that the performance of the
matching algorithm depends on three factors, namely the size and the structure of the
model (cf. Section 4.1) as well as the complexity of the pattern. The latter refers to what
and how many functions and operators are used in the pattern definition and to what
extent they are nested. Since the measurements are right-skewed, Figure 2 shows that the
larger the model the longer takes the matching process.

0,01

0,1

1

10

100

1000

10000

100000

1000000

343 150 142 121 104 89 79 67 67 61 57 50 50 46 42 35 26 24 20

M
ill
is
ec
on

ds

Number of elements

LSA CL XOR PRC AND DSAE DSAF

!"

87



The structure of the model refers to its number of split-connectors. A linear sequence of
elements can be more efficiently searched than a highly branched model. This explains
the execution times observed in the third largest model representing a procurement pro-
cess in the retail industry. This process model contains a large number of splitting XOR
connectors, thus prolonging the matching process. In terms of the pattern complexity, in
all but one model the LSA pattern took the longest to compute. Furthermore, identifying
events or functions that are followed by an XOR-split connector can be computed in less
than one millisecond in all models except the largest one. The interaction of these three
factors influences runtime performance. Although overall performance is acceptable,
Figure 2 indicates that in case of large, highly branched models in combination with
complex patterns the execution time increases exponentially. This is especially the case
if path functions are used in the pattern definition. As explained in Section 3.2 these
functions determine all paths from all start to all target elements. Depending on the
number of objects in a given model in combination with the number of their relation-
ships, an exponential number of paths have to be calculated. This theoretical complexity
explains the execution times of the LSA and PRC patterns in the large, highly branched
models.

The exponential increase in runtime performance motivates augmenting the original
matching approach to include a caching mechanism that stores previously calculated sub
patterns. The execution times of the augmented algorithm are depicted in Figure 3 and
Figure 4. Each figure depicts runtime performance of only one pattern, namely the PRC
pattern in Figure 3 and the XOR pattern in Figure 4. The models are again represented
on the abscissa by their number of elements. The figures depict two measurements for
each model, one with caching enabled and one with caching disabled. The execution
times of the original algorithm without the caching mechanism are taken as a reference
value for the measurements of the extended version. Again, the measurements represent
the mean value of all 35 search processes.

Figure 3 suggests that the caching mechanism improves the overall search performance
in every model. It represents measurements for the PRC pattern that allows for caching a
computationally expensive path search (cf. Section 4.2). The data suggest that the cach-
ing mechanism works particularly well on large and highly branched models in combi-
nation with complex patterns allowing to cache expensive operations. In the five largest
models the execution time decreased by approximately 50 per cent. Given this pattern,
the performance gain tends to decrease with the size of the model. For the smallest
model only a 20 per cent gain was measured.

The fact that the caching mechanism improves performance particularly well for com-
putationally expensive operations is also supported by Figure 4. Here the execution
times of the XOR pattern are compared. This pattern only allows for caching relatively
cheap calls to the ElementsOfType function. The expensive path search is performed
only once. In this case, the caching mechanism yields hardly any performance increase
in large models. For smaller models, however, execution times can be decreased by up to
25 per cent. Since in models of up to 100 elements this pattern can be searched for in
less than one millisecond anyway, the actual performance gain is negligible. Still, the
data presented in Figure 4 indicates that execution times decrease in all but two models.
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Figure 3: Comparison of the caching algorithm to the original algorithm executing the PRC pattern

These performance statistics prove that although our pattern matching algorithm is ge-
neric and not optimized to suit a particular application scenario it returns results with
acceptable performance. The caching extension further decreases execution time. Its
performance gain depends on the size and structure of the models to be searched as well
as the complexity of the patterns. It is particularly beneficial on large, highly branched
models in combination with patterns that contain computationally expensive operations
like the path search. In those cases, the caching mechanism increases runtime perfor-
mance by up to fifty per cent. In the worst case, caching previously calculated sub-pat-
terns does not yield any performance gain. As expected, however, it does not decrease
execution time either.

Figure 4: Comparison of the caching algorithm to the original algorithm executing the XOR pat-
tern
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5 Summary and Outlook

In this paper, we conduct a statistically rigorous performance evaluation of a generic set-
theory based pattern matching approach. On the basis of a literature review we conclude
that there is no generic pattern matching approach suited for any application scenario
that at the same time is able to identify structures in conceptual models of arbitrary mod-
elling languages. To prove that such a generic approach is beneficial in terms of perfor-
mance, a detailed analysis of its runtime behaviour is required. After briefly introducing
the matching approach, we augmented the algorithm by a caching mechanism that stores
previously calculated sub-patterns. We introduced the model base as well as the patterns
we used to conduct the evaluation. Since the size of the models we analysed ranges from
20 to 343 elements, we argue that the results we obtained are also representative of other
process modelling languages as well as application scenarios. The evaluation process
was conducted according the methodology presented by [GBE07]. Our results were
therefore obtained in a statistically rigorous manner. The performance data suggest that
despite its generic nature our pattern matching approach returns results with acceptable
performance. Most of the patterns could be identified within a few milliseconds. The
caching mechanism we introduce continues to decrease execution time by up to fifty per
cent.

Having conducted a statistical analysis of its runtime behaviour, future research activities
will focus on a theoretical performance evaluation of the matching approach to deter-
mine the complexity class of the algorithm. To confront the exponential increase in exe-
cution time given large, highly branched models in combination with complex patterns,
we furthermore intent to introduce an additional function called ElementsOfTypeFast.
This function will work on a similar basis than the caching mechanism presented in this
paper. It will access a data structure that holds all elements of the respective element
types of a given modelling language. This data structure will furthermore allow for ac-
cess in constant time. The idea is to fill this data structure only once before the actual
calculation of the pattern matches. ElementsOfTypeFast will then call this structure and
thus return all elements of a particular type in constant time which will lead to a further
increase in execution time.
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