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Abstract: Soflware engineermg involves numerous activities in which non-
ambiguous artificial languages may be used. This 15 not always possible, however,
and requirements analysis is by nature more closcly connected to the use of narural
language. An essential characteristic of natural language 15 ambiguity, undersiood as
the possibility to interpret words or phrases in different ways, Tor documents used
in sofiware development, and particularly in the specilication of requirements, the
presence of diverse interpretations constitutes a serious problem. A first point to
stress s that there are various types of ambiguity and that they can be detected and
handled in different ways, In particular, a distinetion can be drawn between the
semantic ambiguitics of words or phrascs, and the syntactical ambigwitics that arise
fromn the various roles performed by words within a sentence and m connecting its
parts together, To take into account the various Tevels of ambiguity, we have
introduced a family of ambiguity measures. In this paper we present some
prelimimary Mndings ol experiments regarding the applicability and efTectiveness ol
these measures using the linguistic instruments emploved in natural Tanguage
Processimg.

Kevwords: Quality of Requirements Documents, Ambiguity Measures, Natural
Language Processing

1. Introduction

Natural language plays an imporant role 10 the c¢hicitation and delinition ol
requirements. There are several different reasons [or this. First and [oremost, natural
language 1s essential for cffcctive communication and cooperation among the people
mvolved 10 a soflware development project (see, lor example [Ma%6]). Furthermore, the
main objcclive of requirements analysis is (o 1dentify and understand potential problems
before modeling the requirements [Da%6], and a large part of the documentation
available is usually in natural language [1.K95], With regard to this point we can also
cite & market study which found that 79% of documents used for requirements analysis
are couched in commoen natural language, 16% of them in structured natural language
(e.g. templates, forms), and only 5% in formalised Janguage.-

This study was parily supporied by the [alian MRS T national projeet SALADIN.
" Ihis survey s part of rescarch program of the Computer and Management Scignees Depariment of | rento
Loniversity, Phe results are available at the site weea onling cs.unitn, i,
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On the other hand, the [lexibility and usability of natural language arc the result of a
process of optimization ol diverse parameters which are essential for effective
communication. In lact, good linguistic competence 15 based on the adjustment of
language to pragmatc purposes [Gr75]) in order 1o minimize the clfort of
communication. Thus, the “naturaloess”™ of language 1s attamed al the cost ol a certain
degree of ambiguily. For example, the use of scicnufic terms with unequivocal meanings
may help reduce ambiguity, bul it requires considerable cognitive ciTort not only by the
speaker {(or writers) but also by the listener (or reader).

Ambiguity often results in confusion, and the use of natural language in analysis
requirements is no exception. For this reason, non-ambiguity is an attribute explicitly
called for in models assessing the quality of requirements ([11:931°, [Me857%, [RR99TY,
When considering ambiguity, a first point to stress is that there are various types of
ambiguity [1.e83], [Wab6]. The challenge is to identify them and bring them to the
analyst’s attention, 'This is the aim of our approach, which proposes the use of techniques
developed in the realm of natural language processing (NLPY to begin to solve these two
problems, In patticular, to take into account the various levels of ambiguity, we have
introduced a family of ambiguity measures [MGO0]. The objective of this paper is to
refine these measures and to present some general puidelines regarding linguistic
instruments that can be useful in applying them.

There are already numerous research projects, proposals and ideas regarding the use of
linguistic tools i requircments analysis, and their number continues Lo grow alongside
progress m the arca of NLP. They range {rom methods that lacilitale the use ol natural
language n writing specilications (sce, lor example |RA98]). or “syslematic reading
techniques™ lor soliware mspection ([1.a00], [Sh001), to projects lor the development of
conceptual models’. However, this paper focuses on the preliminary analysis of
documents in order to detect ambiguities and signal them to the analyst or the user,
regardless of the development method adopted. In this sense, the most similar approach
is that deseribed in [Wi97]°, which identified a number of categories that can be used to
analyze specifications in natural language. Having a predefined checklist makes it easier
to identify potential areas of ambiguity, but at the same time a predefined list could be
limiting; this problem, however, can be overcome by using the appropriate linguistic
Lools. Another project with similar objectives puls forward an interlface which draws on
the lunctionality ol a gencral purpose NLP system [MP95] 1o aid m developing
specifications. In order o show the user the diffecent interprelations of the phrases in
question, the authors 1inlroduce “logicians’ English”. (iven that an ideal approach should
nol require the user to learn new notations, we shall see how the NLP sysiem LOLITA
presents different parsing trees through the use of bracketing. Al another level, 1t 1s

" The awthors lave identilicd lour aroups ol delees o requircments documents, so that apart o Ambiguty
there s Redundancy, Ineonsisteney and Termmological errom (ARTT model).

* Ambiguity is one of the 1 osing of the specifier™ defingd by Mever, the others being noise, silence,
ceerspecification, contradiction, forward reference, wishful thinking,

U Ihe authers introduced a “Cuality Gateway™ to test requirements and ambignity is among the 10 items of the
mwade].

A thwrough review ol projeets dealing with the use ol linguisiic insiromenls in soliware cnginecring is
buevond the scope ol s stody. For a entical mtreduction see | RyR2 ] For 2 wood mireductory wext oo the wpie
see [Bu%7]; see also the papers of the NLDI conferences, A Bibliography of projects related ro the definition
and modelling of requirements s given at waw,nl-oops.cs.unitn.it,

* Wb site of the project; hrmpfsate.gsfe.nasa povisupportindas, hrm|
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worthwhile to nole the quality framework sct lorth in |Fa98]. With respect to this
framework, which includes four levels of assessment, our approach provides support lor
qualily asscssment activities related 1o synlax and semantics.

The paper 18 organized as lollows: the second scction describes the various types of
ambiguily and inlroduces the ambiguily measurcs [or the identilied levels. The third
section looks at the feasibility of caleulating these indices using hinguistic instruments of
differing complexity, among these the knowledge base of the NLP system LOLITA
[LGY94 ], [MoY6] and the culputs produced during the lext parsing phasce. To this end the
paper refers to some preliminary findings of experiments designed to identify terms and
phrases open to several interpretations and thereby to improve the quality of the
requirements analysis process. Finally, the conclusions set out some proposals for further
research,

2.  Ambiguity measures
2.1 Ambiguity types

Words and sentences in natural language may correspond o a vast number ol meanings,
Each word in a sentence may correspond o many dillerent concepts, and there may be
more than one sct ol grammatical dependencics among the words 10 dillerent sub-
phrases of the sentence. This paper assumes the [ollowing levels of ambiguity:’

—semantic ambiguity: concerning the meaning ol a word or phrasc;
—syntactic ambiguity: concerning the various roles performed by words in sentences and
possible grammatical constructions,

As regards individual words, there are those that can represent different senses or which
can be used as both a verb and a noun (part of speech ambiguity). TFor example, 1n
English a *bank’ is a [inancial mstitution or the edge of a river, and there 18 also the verb
“lo bank™). Al the phrase or sentence’ lovel there may be semantic ambiguity duc o the
presence ol ambiguous words, and syntactic or structural ambiguity duc to the possibility
of connecting the components of the phrase in different ways (° saw the man in the
park” is ambiguous if we have to decide who was in the park). There is also a third level
of ambiguity, pragmatic ambiguities, which are more difficult to detect and resolve
because they concern relations more than content. This paper focuses on the first two
levels of ambiguity.

Another aspect to consider, is the role played by the context, which may influence the
understanding of a phrase positively or negatively”. For purposes of this study, we can
assume that, regardless of the context, by redueing the ambiguity of words and phrases
we can improve the quality of the requirements, On the basis of the classification set out
in this section, we now introduce g family of measures of ambiguity. These measures are
given a general definition without reference to a particular linguistic instrument or NLP
system.

“Tor a mone in-depth study ol the delinition and classiication of ambiguily sco | Wabé |

*In linguistics, a phirase is a complers sub-sentenee unit,

* For axample, the phrase “Chocolate, 1 think,” is incomprehansible apart from the comextual question: “What
flavour of ice-cream does she like?,
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2.2 Lexical ambiguity

Al the level of individual words we can lalk ol lexical ambiguily " As we have seen, a
word may have dillerent meanings or senses (semantic ambiguily) or il may comprisc
different syntactic unils or parl of speech (synlactic ambiguily ).
- P - Il ;
Let us suppose that we have a finile set W ol N words. The set W, represents the
possible meanings ol a word w;. We thus have:
w,e Weon i=1,...,N

o= | ] = 1 X

\\i_lmJ =1} withn, 2 1
Corresponding 1o cach meaning of the word w; 15 a possible synlactic role (e.g. noun,
adjective, verb) which we denote with 1. The number of possible roles is determined by
grammar, and therefore should already be known,
Finally, the meanings of a word are used with differing frequencies. These frequencies
can be used to weigh its ambiguity. Hence, associated with each word may be set of
terms thus constituted:

5

wo= el ployls |3 1
w; = {=iml, v i 1...ond
We now introduce the following measures of lexical ambiguity:

o{w} = [{n,) Semantlic ambiguily: [function ol the number of possible
meanings.

afw,)  fin,v)  Weighted semantic ambiguity: function of the number of
possible meanings weightled according Lo their {requency.

Blw,} = [{n(r)) Syvntaclic ambiguily: lunction of the number of possible
gyntactic roles,

B*(w) =1{r.v;) Weighled syntactic ambiguity: lunction of the number of
possible roles weighted according (o their frequency.

‘The most intuitive way to determine the semantic ambiguity of a word is to consider the
number of possible meanings; thus we have:
o{w ) =n,

Using these defimitions, in the case of a single meaning or a single role lor a sentence
unitary ambiguities are obtained, while nil values are obtained for unknown words .
2.3 Phrase and senlence ambiguily

The meaning of a phrase or of a sentence depends on the interpretation given to both the
words comprised in it and the number of possible parsing trees (parsing forest),

" For u series of studics on Jexicul ambiguily see [Co89].

" The munher o words vades over time with the introduction o new ones: NON{LD.

" 1his case has to be handled carefully and used to signal the unknown words to the analyst, 1 it is wished to
emphagise nan-ambiguity with a nil value of the ambizuitics, it is sufficient ta redeting thom by sulbtracting 1.
In this case, the measures assume g negarive value for words devoid of meaning
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T.et 8. be the set of the parsing Lrees [or the sentence s, where 5§, is emipty il the sentence
is not synlactically acceplable.

S =4t 1-1..n}
It is possible (o assign a penally 1o cach of these trees so that those obtained by parsing
the sentenee can be ordered taking into account the choices made in their construction.
TTence. associated with cach senlenee is a set of triplets thus constiluted:

— etk K Yoo

S](:{ =1 |2 Ij(].g(ﬂ(])" l_ I. l’l}\ }
Where g((:{kl} Lakes into account the semantic ambiguity of the words present in a phrase.
Given that the effect of parsing is to establish the syntactic role of words, such ambiguity
can be inferior to that of the word in isolation. Thus for the my, words in a phrase:

(:{kl(wi} < ofwy) with i =1, ..., my
In this sense. it is possible Lo alfirm that ¢(w,) conslitules the highest limit of ambiguity
for the word which is in isolation and for which there is no contextual information.
We can thus say that for the ambiguity of a phrase:

s — f(g{ak])) Semantic ambiguity: takes into account the ambiguity of the

words in the phrase.

T8 ) — t‘(g(oc-:kl)) Weighted semantic ambiguity: this takes into account the

weighled semantic ambiguily ol the words.

&s) — finy) Syntactic ambiguity: function of the number of possible

parsing Lrees.

(s ) — [{n.py) Weighted syntactic ambiguity: function of the number of
possible parsing trees and the penalty associated with themn.

Tor the syntactic ambiguily of a phrase we can assumic:

s ) —my
where considerations are the same as those made for the semantic ambiguity of a word in
phrases having only one parsing tree.
Furthermore, bearing in mind that ambiguity is combinatorial - that is to say, to obtain
the ambiguity of a sentence. the numbers of alternatives for each locus of ambiguity
must be multiplied rather than added, we used the following formula for the semantice
ambiguily ol a phrase:

s — b2y ULy 0705
and similarly, for the weighted semantic ambiguity:

Vs — ey Uiy 05(W)
In these formulas it is necessary to avoid that a word have an ambiguity value of 0.
Using the number of meanings as a measure of semantic ambiguity guarantees that this

will not happen.
While for weighted svntactic ambiguity:

§(s) ~ (1T, P
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where € is a constant used as a scale that takes into account the penalty values of the
NLP system being used. In general, whether for a phrase or of a word, the choice of
functions can be guided by certain desirable characteristics that ambiguity measures
should have, and these are:

- intuitive: because they aid in comprehension and applicability;

- general purpose and domain independent: because they can be applied for different

purposes and in different domains;

- usable: because they can be obtained using diverse linguistic tools.
On this theme, a study is underway which is looking at the possibility of using different
functions; for example introducing for & a logarithmic function, which is not applied for
words having only onc meaning and 1s indelinite lor words withoul meaning. Irom a
theoretical perspective this study points the way to further research into the links
between ambiguity and the information contained in a word [Gu97]. However, this
function is less intuitive both in identifying ambiguous terms and in calculating the
semantic ambiguity of a phrase. Therefore, we have chosen to adopt the simplest method
for our research and to focus on the application of measures introduced earlier in this
paper.

3. Application of ambiguity measures

In this scction, we summarize some of the preliminary results and problems encountered
during carly cxperiments with ambiguily measurcs in requircments analysis, and we
make suggestions regarding issues for further research, Current experiments deal
principally with the choice of the linguistic instruments that can be used to identify the
different types of ambiguity and to point out the ambiguity to the analyst. To illustrate
thig point we refer here to two different application, one for lexical ambiguity measures
(menu commands of Netscape'') and one for sentence ambiguity measures (ABC Video).
As regards the measures for lexical ambiguity (defined for single terms), it is not
frequently necessary 1o evaluate ambiguity ol 1solated words. A practical apphication of
the measures of lexical ambiguity was done 1o assess the menu commands ol Nelscape.
To evaluale the semantic {¢r) and syntactic ambiguity (3) of the names of the commands
we used two different systems, Wordnet™™ and 1.OLITA .

The analysis pointed out that the commands have very different levels of ambiguity.
Using Wordnet, o assumes values in a range from 1 to 28 (for the back command),
where B goes [rom 1 1o 4. These resulls are comparable with those oblained using
LOLITA, where for oo we obtained lower average wvalues. On the basis of this
experiment, the following points can be underlined:

—Command names with the highest values of semantic ambiguity should be further

analyzed, possible substituting the names with others less ambiguous names,

. Cupynight €2 Newseape Communtcations Corporation

"oWordNet - oo Lexdeal Dawbase or Eoglish, Cognilive Scicnee Luaboratory, Princcton University:
WWW.CopsCpringoton. eduwnaw dam hrol

A doseription of LOLITA and the use of commands to assess ambiguity mgasures, with examples of the use
of annotation is found in [MGO0].
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[Towever, these values can scem surprising and should be used with caution

— The presence of command names with high value of syntactic ambiguity suggests that
the menu commands could also be analyzed to standardize their syntactic role {e.g., to
have all nouns or all verbs).

—The lexical ambiguily measures can be usciul when selung up or re-designing an
mnterface or help menu, not 1o mention the eventual benelits when training new end-
USCTS.

—On a theoretical level, the difference in the values obtained with Wordnet and 1.OLITA
reflects the need o lake into account the size of the dictionary or of the knowledge
basc used (the larger the diclionary, the higher the average number of meanings
included).

The asscssment ol sentence ambiguily requires the use of parsing instruments that arc

able to produce parsing Lrees corresponding (o the dilferent interpretations and are able

Lo determine the semantic ambiguily ol terms within the conlext ol the sentence. With

this in mind, we used the NLP system LOLITA {or our experiments, as it produces a list

of penalty-ordered (rees, 1n which also the ambiguily of lerms s given. To obtain this
mformation, the LOLITA commands pasHr and #p can be used. The cffect of the first
command on an inpul sentence s o produce all the syntactic trees with two
representations, the first of which also shows the semantic ambiguity ol the terms of the
sentence, while the second — based on the use of bracketing - enables understanding of
the interpretation associated with the tree (see figure 1), The command fp produces the
penalty values associated with the trees, in addition to information regarding the context,

Penalties can be interpreted as measures of the effort made by the NLP system, and

therelore of the elTort required Lo interpret sentences. In LOLITA, penaliies are classiflied

mnte four groups ol ihcreasing SCriQusncss:

— Usage penalties, to indicate less common constructs'’ (p=30),

—Minor {eature clashes, ¢.g. wrong concordance (30=p<100).

—Major feature clashes ™, (100-p=<:1000).

—Structural problems, ¢.g. missing or repealed parts ol speech (=1 0(]())"}.

A possible cule Tor using these values 1s as follows: il the parsing ol a senlence produces

only trees with penalties higher than 1000, the analyst should adjust the requirements

text. For penalties of less than 1000, if trees with equal penalties are obtained for a

sentence, these can be considered essemtéial ambiguities which require further

information in order to resolye the ambiguity. Due to limited space we can mention here
only some of the results for the ABC Video case (the text reference is in the

Appendix)™”. In this case we used the output of the /p and pashr commands of LOLITA

to evaluate the semantic and syntactic ambiguity for sentences (y and 8, rvespectively).

We obtained a single syntactic tree () only for [our sentences (4, 7. 10, 12) with

penalties in all four groups mentioned above, The sentences having a higher number of

" In facr. they point out the ol of the araphic symbols within the context cormprising all applications with
\\ hich agreemaents of us and maaning have been established,

“lig, 1la word has bulh o moun and an adjeetive Lo, and s wsed i apposition o another nowun, the adjeetive
l’m‘m s usually prelerred, as i homan belaviour .

L 2. fapparent) dative or inlinitve use ol Tnappropoale verbs,

|r the systent is not able to produce a parsing treg, thene are serious problems with the phrase,

The worsion used for the experiment s part of the Exporimental Marerial of the BSHG rescarch group:

www G edu/projects Soft lng HSHG!
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trees are number 1 {10 trees), number 15 (12 (rees), and number 17 (18 trees). All of
these sentences {along with numbers 2 and 14) [all inte the (ourth penalty group. In
addition, there 1s high variabilily cven lor semantic ambiguity (), which ranges from a
few units (sentence 10) up to a million (sentence 17). For example, for the first sentence
the different interpretations derive from the fact that “at least” can refer to either the
action of choosing or to the number; similarly, “for rental” can correspond to the video
or to the choice, In fact, the high penalty level assigned to the parsing trees here (=1000)
is due to “for rental”, and decreases to less than 30 when “to rent” is substituted.

nzabir
intor-atios:

TuEtoTovE gzl 8t Izast 1 wiooo for voroa

Sing,YoaTral, Tovil o+ o2

[l Helloal, Secid] o= 2

Pl lanmsry ol diwiden (lor senlsliild

Fxtract of the output from the pasher command

Sentence number 15 also represents a casc ol essential ambiguity because the caleulation
of “past-duc™ can be atiributed to cither the “option™ or the “employee”.

A general consideration, yel an important one, 18 thal there 15 not a lincar relationship
between the length of a sentence and its ambiguity. Nonctheless, especially where there
15 a large number of parsing trees, there 15 the need o determine the reliability of the
measures produced by the system in use. Using LOLITA, which has a hicrarchically
organised  knowledge base, 1t 18 possible W have suggestons regarding  the
approprialeness ol terms and regarding the preparation of a glossary for the application.
In practice, for terms with a high level of semantic ambiguity, it is possible to determine
if there is a more precise meaning. For example, in the case study of ABC Video
System, 11 terms have a semantic ambiguity above 6 {in the parsing trees); 4 of these
terms are verbs (mark, read, return, take): 3 are present in the case glossary prepared by
the author {account, form, card) corresponding to 273 of the terms used in the text.
Another highly ambiguous term is “order”, which in this case can be considered a
synonym of “rental” [Co%4]. For some terms with an ambiguity value between 3 and 3,
this apparent lack of clarity can be corrected taking into consideration that the terms
refer to the computer domain (enter, print, store, create, calculate, compute). Care should
be taken, nonetheless, because “retrn™ in this case means “give back™ and does not refer
to a button on the keyboard.
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4. Conclusions

This paper has described some ambiguily measures and has looked at some preliminary
findings of experiments and studies regarding the applicability and effectiveness of these
medsures using linguistic instruments, On a theoretical level, several areas requiring
further research have emerged. The most important of these deal with the choice of
functions in the formulas introduced for the diverse types of ambiguity and the study of
their properties, Furthermaore, experiments done thus far have suggested that it could be
useful to introduce another type of ambiguity measure, one that takes into account the
“points” which serve to differentiate the syntactic trees (“structural”™ ambiguity). 'The
applicability and efficacy of the ambiguity measures described here was investigated
with instruments of increasing complexity, arriving at the use of a system that enables a
deep analysis of texts and that are able to offer sophisticated support regarding the
adjustments made to requirements texts and the creation of a glossary for the application,
Fram a practical standpoint, it is necessary to look into the possibility of integrating
several linguistic mstruments within one environment so as o give the analyst a choice
ol 1nstruments during cach work session. This would lead (o the cventual integration
with carly hic tools for the conceptual modelling, as in the prototype NL-OOPS sct [orth
in previous rescarch | Mi96], |[MGY99).
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Appuendice — Ceneral deseription of the ARC Video Sysicm

16,
I'7.

Customers seleet at least ong video for rental

The rmaximal number of tapes that g customer can have outstanding an rental is 200

The customer’s account number 14 cntered w retieve custotoer data and creale un order,
Fach customer wets an id card rom ABC Jor idenulication purposics.

This 1wl curd bas a bar code that cun be read with the bur code reader.

Rar code Ids fior cach tape are entened and video information from inventory s displaved.
The video inventary file is update
When alltape Ids are entored, the system computes the total bill,

Wlomuey s colleced and the wneunt s entered oo U sysieom.

Cige s compuled and displaved.

The rental transaction 1s credted, printed and stored.

The custorner gigns the rental form, takes the tapae(s) and leaves,

Ter roturn g tape, the video bar code 1 is ertered inta the system,

The rental transaction is displayed and the tape s markod with the date of remrn,

11" past-duc amounts are owed ey can be puid ar this ey or thwe elerk can seleet an option which
updates the rental st the return dae and caleulaes past-due loes.

Any owstanding video rentals are displayved with dwe amooen due on caeh tape and the ol wnount due.

Any past-dug amonnt must be paid before new tapes can be rented,
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