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With data storage becoming more affordable, different parties collect in-
creasingly large amounts of data about individuals. The data collection allows
for data analyses that help to improve software, recommend products, or even
make large advances in the medical field through tracking user behavior. At the
same time, the concern about the individuals’ privacy preservation is growing.
Differential Privacy (DP) (Dwork, 2006) offers a solution to the potential con-
flict of interest between privacy preservation and extensive data analyses. Its
goal is to allow meaningful data analyses on a whole population while ensuring
a mathematically provable level of privacy for the individual.

DP libraries for general data analyses based on statistical queries (e.g. sum,
count, min, max) already exist (Wilson et al., 2019). The underlying methods
rely mainly on masking the private data by adding noise to the query results.
However, the process in the context of machine learning is not that straight-
forward. Machine learning models usually condensate a given training dataset
with a lot of attributes to a few learned parameters. These parameters, there-
fore, reflect properties of those underlying data and might, thereby, reveal some
private information about it. In this work, I propose an adaptation of the def-
inition of DP to the context of machine learning. Furthermore, I present two
different DP linear regression models. Based on the presented models, I in-
vestigate three main questions. (1) How much can an individual data record
change the learned model parameters? (2) Where should the noise be added (to
the model parameters, to the cost function, or to the prediction output)? (3)
How does the choice in question (2) influence the trade-off between prediction
accuracy and individual privacy?

I found that a naive DP linear regression method that adds noise to the
prediction output reaches a much lower accuracy than a more advanced method,
like the one presented by Zhang et al., which adds noise to the cost function
(Zhang et al., 2012). The reason is that the second method needs a smaller
amount of noise to reach the same level of privacy. This suggests that the
success of applying DP to machine learning depends mainly on the methods
used. The focus of further research should, therefore, lie on developing and
improving the existing DP methods for different machine learning algorithms.
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