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Abstract

Ubiquitous computing and ambient intelligence paiat the issue of usable soft- and hardware. Gadg-
ets without manuals are crucial to the succest®ivision of many computers per person. When we

talk about seamless interaction, the gap betweeantainemodels provoked by the computer interface

and the software below is a main indicator for ezfsase. In this paper we discuss a desktop metapho
based on physics simulation as an antipole to siimimnic desktops nowadays. A physics-based

user interface combined with gestures and touchnt@ogy promises a smaller gap between mental
model and computer system for certain applicaticmas Furthermore we present a user-centered
design process for rapid development of physicedapplications, which was used to create a proto-
type on basis of our tabletop application framewByAmbient. Our approach enabled us to improve

the usability of the application through several faser participatory development iterations.

1 Introduction

Developing easy to understand and intuitive gragdhiser interfaces (GUIs) and interaction
techniques for computer programs is a major chgdlesoftware developers face. Ideally the
GUI should explain its functionality by itself wiblat requiring the user to read a manual.
Single-user applications for operating systems M& Windows or Apple OS X typically
use a standard set of graphical elements (e.g, s&bsll bars) and interaction techniques
(e.g. double-clicking, Drag-and-Drop), which arem by most users.

While digital direct-touch tabletops have attractedreat deal of attention recently by HCI
researchers, there exists no comparable repedbiestablished design principles for table-
top applications yet. A major challenge is the effee support of collaboration on tabletop
displays (Morris 2006, Morris et al. 2006, Hilligesal. 2007), which requires consideration
of specific guidelines (Scott et al. 2003). Anotbentral focus addresses interaction mecha-
nisms that are especially designed for the chaiatts of tabletop systems. Reorientation
of digital objects for instance occurs on tabletégrsmore often than on desktop computers
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because users can view the display from differ@sitipns around the table. Furthermore
observational studies (Kruger et al. 2003) havewvshthat orientation is critical for compre-
hension of information, coordination of actions aeadm communication.

There exist various methods for handling orientatim tabletops including use of special-
ized hardware (Shoemake 1992, Liu et al. 2006 atlgecoration (Shen et al. 2004), situa-
tion-based (Magerkurth et al. 2003), environmergeola(Ringel et al. 2004, Tandler et al.
2001) and person-based (Rekimoto & Saitoh 1999)cambes.

Amongst manual reorientation techniques a novessclaf mechanisms (Mitchell 2003,
Kruger et al. 2005, Agarawala & Balakrishnan 20@&¥raging people's skills in manipulat-
ing physical objects by using physics simulatioarse especially promising. These physics-
based techniques comply with the seamlessnessndegigept of Ishii et al. (1994) which
considers continuity with existing work practicexdaeveryday skills as essential. The con-
cept of seamlessness design can not only be appligject rotation but to the handling and
GUI of tabletop applications in general. We beli¢gvat the creation of “organic” (Rekimoto
2008) GUIs and interaction techniques that takeaathge of our ability to anticipate behav-
iour of physical objects according to their chagastics, surroundings and manipulations is
a promising way to improve the usability of tabfetpplications significantly.

We introduce physics simulation as a strategy teraict with tabletop applications and to
improve mental models of users regarding applicatiehavior. We believ that this approach
helps in creating tabletop functionality and bebatihat can be grasped quickly by untrained
users through leveraging their experience regard@ag-world physical settings. On this

basis we discuss concepts of mental models andphggics simulation can help to provoke
appropriate models of software.

Further on we describe a tabletop application piiatvides physics-based interaction utiliz-
ing a framework called DynAmbient, which was deysld at the HAW Hamburg (Rol3ber-

ger 2008). DynAmbient allows the integration oftwal physics-based tabletop workspace
configurations designed visually with 3D editingte@re. This functionality enabled us to

rapidly improve the GUI of our application basedfeadback we received from users over
several iterations.

2 Physics-based applications

In tabletop applications physics simulation hasaoprimarily been used for rotating and
translating objects via a single contact-pointifgrut. The physics-based interaction mecha-
nism Drag (Mitchell 2003) computes the friction oipjects for manipulating tabletop items,
while RNT (Kruger et al. 2005) uses a more simjgliapproach in form of a simulated force
to integrate rotation and translation.

An application that uses physics more elaboratetyworking with objects within a virtual
workspace has been proposed by Agarawala & Balakais (2006). BumpTop, which is
designed for pen-based touch interaction, utilzehysics engine to create a dynamic work-
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ing environment where objects can be manipulated fiealistic manner. Objects in Bump-
Top can be dragged and tossed around accorditgitopthysical characteristics like mass or
friction. Their behaviour resembles that of lighigig objects on a real tabletop. By adding
physics and thus more realism, Drag, RNT and Burppdltow users to potentially employ

interaction and work strategies from reality.

Kruger et al. (2005) evaluated RNT by comparingpita traditional-moded (TM) rotation
mechanism called “corner to rotate”. The resultshefir usability study show, that RNT is
faster, more efficient and as accurate as TM. [euntlore test participants stated, that RNT
was very easy to use and required less effort taptete tasks as object translation and rota-
tion could be carried out in one movement as oppds€rM where these interaction tech-
niques were separated.

Unlike RNT, Drag turned out to be slower than TMealb manipulation techniques when
evaluated (Mitchell 2003). There seem to be twawaa for this result: while conceptually
similar, Drag employs a more accurate physics mtiigi RNT, which makes it difficult for
users to adequately predict Drag's behaviour whitracting with objects.

Furthermore Mitchell used a mouse as input devigénd evaluation, whereas Kruger et al.
conducted their tests on a touch screen. This mbahgarticipants could apply their experi-
ence of performing traditional mode-based rotati@nmouse input during Mitchell's evalua-
tion tests, which yields for example from workingttwgraphics applications. This is an
explanation for the performance advantages ofticardil mode-based rotation in comparison
to Drag since Mitchell also presumes “that diregit would enhance Drag” (Mitchell 2003,
99ff.).

A qualitative user study of BumpTop conducted byarsyvala & Balakrishnan (2006) re-
sulted in similar positive and encouraging feedbaskior RNT. Users felt that interaction
techniques like tossing were easy to discover aadthl because the physics-based working
environment of BumpTop allows leveraging of realrlda@xperience. Participants also liked
the software because the user interface providsdyp) fun and satisfying interaction.

Summarizing the evaluation tests conducted with RBifag and BumpTop, physics-based
applications offer a number of advantages. Howéweraccurate simulation of physics can
affect users’ experience in a negative way as dstrated by the evaluation of Drag. There-
fore developers must carefully choose to which degrhysics simulation is beneficial. Aga-
rawala & Balakrishnan (2006) propose a policy ddlife physics” where physics-simulation
is restricted or turned off in certain situatioBstect copying of interaction techniques from
reality for tasks like sorting or bulk object mamligtion should employ the speed and accu-
racy of computer programs. During transfer fromitgdao computer developers should ab-
stract in order to create an improved version efdhginal. Like this it is possible to com-
bine the advantages of physics-based interactitmtive speed of computer supported work.

Generally physics-based interaction techniqueseasy to learn and especially faster than
traditional mode-based interaction mechanisms wissd in combination with direct input
devices like touch screens. Using physics simufatiot only for interaction but also to pro-
vide dynamic workspaces where objects can be maveahd reality-like appears to be the
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next logic step in developing intuitive tabletopeuinterfaces. How physics-based applica-
tions can help to achieve this aim by improvingra'seaental models of tabletop applications
will be discussed in the next section.

3 Mental models of software applications

The concept of mental models (Gentner & Steven81B®gers et al. 1992, Young 2008)

has gained more attention in HCI during recent ge#fthile interacting with computers and

applications a user receives feedback from theesysthis allows him or her to develop a
mental representation (model) of how the systefuaristioning (Jacko & Sears 2003). Sasse
(1997) states that a well-designed application aser interface will allow the user to de-

velop an appropriate model of that system. Thisedites the concept of Norman's design
approach (Norman 1988, Norman & Draper 1986), wtdskumes that humans develop
mental models of systems based on their assumptions

A central issue in GUI design results from the fédatt the mental model of the developer
differs from that of the user. This means thatdpelication, which can be regarded as the
manifestation of the developer's mental model, do®sbehave as the user would expect.
How intuitively an application can be handled detsenon how well the mental model of the
developer and the user match.

Tognazzini (1992) recommends the use of analogiesnaetaphors to assist developers in
creating successful mental models. Sasse (199#)edehin analogy as an explicit, referen-
tially isomorphic mapping between objects in simi@immains. A metaphor is a looser type
of mapping which points out similarities betweertdomains or objects. Its primary func-
tion is the initiation of an active learning proses

According to Sasse’s distinction, a physics-bagmulieation like BumpTop can be consid-
ered as an analogy since interaction techniquesttksing or grabbing and the physical
characteristics of real-world objects were diretthnsferred to the program.

People develop mental models regarding the beha¥iphysical objects under influence of
external forces during their lifetime. As a consenee developers as well as users probably
possess a very similar mental model regarding #tewior of physical objects within a dy-
namic working environment provided by applicatidike BumpTop. By use of physics
simulation, which allows the implementation of wégeead mental models in form of real-
world analogies, developers are able to create ®agyasp GUIs. The ability to close the
gap between mental models of users and develogerthis can be considered as key bene-
fit of physics-based applications.

Due to the many advantages of physics simulatiahtha concept of mental models dis-
cussed in this section, we developed a physicsdo@abdetop application for touch input that
is based on the implementation of a real-world @gpaland offers a dynamic working envi-
ronment combined with realistic object handlingeThamework on which our prototype is
built is consequently called DynAmbient (from dyriammbient).
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4 Design guidelines

Our physics-based prototype application allows siserbrowse and categorize photos and
videos within a virtual working area. We definee tlollowing set of interaction techniques
applicable to photos and videos while using thénsok:

* Translate, rotate and resize
¢ Translate and rotate simultaneously
e Categorize

Furthermore we determined several non-functiongl feguirements: object manipulation
should be easy to learn, lightweight and causeclognitive load.

The final user interface of the application (cfguie 1) realized with the DynAmbient

framework resembles a billiard table seen from abevrectangular horizontal plane with a
hole on every long side surrounded by banks thap kdjects from exiting the GUI uninten-

tionally. Photos and videos can be moved on tap®@plane within the embankment.

Categorization of photos and videos is carriedoyuthrowing objects into the holes whereas
each hole represents a certain category. The lapdepositioned in the middle of the long
sides and thus equally well accessible for left aghit handers. Incoming photos and videos
fall from above into the three-dimensional GUI iorft of the user and can be stacked (cf.
upper left corner of figure 1), dragged and toss®edind within the virtual workspace.

Figure 1: Final GUI version including four sortirtgples labeled “Copy Dest. (Destination) 1-4”

While utilizing these mechanisms objects collid¢hwéach other and are eventually shoved
away depending on the speed and momentum of pusihijegts. A photo or video object
can be grabbed by “touching” it, i.e. the user gldwn a finger or pen onto the touch screen
over the object. The object is then attached bynaisible dampened spring to the cursor
position and can be dragged around as long asofitaat exists. This is a common approach
for physics based interaction and is also used um@Brop. Reality-like grabbed objects
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behave according to the touch position: while penfag the same movement a contact point
at the edge of an object will result in a strongéation than one close to the object’s center.

While the functionality and appearance of the prgie application was clear in general at
the beginning of development, the final gestalthef GUI was created in a user-centered
design process. The DynAmbient framework as thésbafsa flexible system architecture

allowed the realization of different physical maglelithin short time periods.

5 System architecture and development workflow

The manual implementation of physics algorithms loarcostly and error-prone. Instead we
recommend the integration of existing real-time giby engines used for computer game
dynamics or scientific simulation, which simulaigid body dynamics with sufficient accu-
racy. Physics engines allow the definition of thdémensional objects along with their
physical properties like mass or friction. They ¢arthermore simulate the effects of colli-
sions and external forces depending on the chaisttte of affected objects.

Creating and configuring complex dynamic objects gbysics engines through program-

ming languages if often cumbersome, as the visedfigation of every change usually re-

quires a rebuild and restart of the program. Lepgtomplex and hard to understand pas-
sages of code may be another result of coded otbgdictitions. To overcome these problems
we propose a visual approach for modeling andngstiynamic scenes and objects for table-
top systems as described in the next paragraph.

The physics engine Ageia PhysX was used to implémbwsics-based interaction, rigid
body dynamics and collision detection due to a ytaduct feature: Ageia provides plug-ins
that allow creation of dynamic objects using 3D elody software like Autodesk 3ds Max.
Created dynamic objects can be exported to a migpyi XML file format the PhysX engine
is able to import and process. This allows develpe model objects like e.g. a cube within
3ds Max, configure its physical properties throtigh Ageia plug-in, export it to XML and
re-import it into a dynamic scene that is compubgdthe Ageia PhysX engine. The de-
scribed workflow enables developers to create dymaivjects without writing any code.

DynAmbient utilizes this mechanism to assemble Gdlyisamically: the framework loads a
XML file during start up which defines the physiag@stalt of the virtual working environ-
ment containing video and photo objects. The studigke virtual working environment and
hence the GUI can be changed by replacing the Xbfindion file. This concept enabled us
to develop the GUI of our tabletop application 4#sten in a user-centered design process.
Modifications to the working environment were acgdished by using a 3d modeling pack-
age. The modified model was then exported anddasieng our tabletop application proto-
type. By following this approach we were able tgpiove the GUI steadily during each
iteration.

The described functionality of DynAmbient allowsuse 3D modeling software as toolbox
for dynamic content creation. In summary our apphasignificantly shortens and simplifies
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the creation of tabletop applications that use j@isysimulation and enables also people who
can not program to modify the behaviour and lookhef GUI. The next section presents the
test-driven development process of the virtual waglenvironment provided by our applica-
tion prototype.

6 User-centered design process

Three versions of the GUI were produced in totalirduthe design process of our tabletop
application. To evaluate the usability of the Gldrigus students of the UbiComp Lab and
ourselves tested the tabletop application afteh ésration. Tasks of the participants in-

cluded moving and rotating photo and video itemgtiermore users were asked to throw
several objects into the four sorting holes atltimg sides of the working area. Users could
experiment with the application as long as theyheis We asked participants subsequently
to propose improvements regarding the GUI design.

Application tests were conducted on a 42 inch LG resolution of 1920 x 1080 pixels
powered by a Quad-Core Apple Mac Pro running Wirglo®?. An infrared touch screen
from IR Touch, mounted in front of the LCD, was diger touch detection. As the system is
unable to relate multiple touches to individualgoers, only one person was interacting with
the table at a given time.

Figure 2: Development stages of the three-dimes$imarkspace model used for physics simulation@bidl
presentation

Version 1.The first version of the physical model represamtihe three-dimensional work-
space of our application is shown at left of fig@reAfter importing the workspace model in
XML-format using DynAmbient as described in sectirthe GUI of our application looked
as displayed in figure 3. The central issue of tlission was the integration of the sorting
holes into the banks: the actual working areadsiced by doing so as the GUI must include
the banks to make the holes visible. Furthermoeesustated that the photo and video objects
were too small. The wood texture on the model vies @onsidered as distracting.
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Figure 3: First version of our application’s GUI sfilayed on the touch screen we used for evaluation

Version 2 Considering the proposed improvements the GUInedssigned as shown in the
middle of figure 2. The sorting holes were enlargednoved from the banks and integrated
into the actual working area. The photo and videms were scaled up as well. Additionally
the workspace texture was replaced with a lessagdtiatg one that is also used in the third
and final GUI version (cf. figure 1). Despite theprovements user tests revealed several
shortcomings of the second version. One problenltezs from the segmentation of the
workspace area that holds the photos and videpuultiple rectangular solids. Though there
was no difference in elevation, photo and videceoty tended to get stuck at solids’ edges.
This issue was probably related to rounding erroegle by the physics engine. Another
shortcoming of this application version was theklat visual feedback when throwing pho-
tos or videos into sorting holes. Users noted itleas exiting the workspace with high ve-
locity, could not be seen falling, as items movegyahorizontally for a certain distance.

Version 3.Based on the described shortcomings we redesigne&Ul model. The work-
space of the third and final version of the GUI mlotf. figure 2, right) consists of one
piece. To improve the visual feedback for objecitirgg the working area tilted banks were
added behind the holes. This causes objects taneband fall down straight allowing users
to see them disappear. A visual sparkle effectalesadded to emphasize exiting items.

All described modifications regarding the physioabdel of the user interface were con-
ducted with a 3D modeling package. Using this isigsign approach modifications to the
GUI could be carried out and tested within in m@sutThe combination of physics simula-
tion, visual GUI design and a flexible system at@tture capable of loading physical GUI
models provides a promising platform for rapid ptgping of tabletop applications.

Using a visual editor for virtual workspace modwailienables us to take advantage of real-
world experiences regarding physical objects aleatdthe design stage. Imagine users
would request containers for collecting photo afed items within the virtual workspace.
Using our approach we can add this feature simplgnbdelling a bowl and load it via Dyn-
Ambient into the application, where it would behageusers would expect from reality.
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7 Conclusions and future work

The first contribution of this paper is the apptioa of physics simulation to improve mental

models of tabletop applications. We described hosvttansfer of real workspace and inter-
action analogies enables developers to createtdabtmftware that is intuitive as it allows

users to take advantage of their evolved dexteiitly physical objects.

The second contribution is the introduction of aual and test-driven design process for
physics-based tabletop applications that aidsfaderdesigners in developing and modifying
user interfaces rapidly. Therefore we presentabketop application framework called Dyn-
Ambient, which is able to load its dynamic GUI frodML files. By applying our design
approach we could improve the usability of our ¢tdyb application prototype according to
feedback received from users.

The next stage of this research will include intem®valuation of our design approach and
the DynAmbient framework in the context of the rithiving Place Hamburg” project at the
HAW Hamburg, which will be fully functional in 201@esides the usability tests a com-
parison of our tabletop system with the Microsaftf&ce table, arriving shortly in our lab, is
in preparation.
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