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“FAIR” is not enough — A Metrics Framework to ensure Data
Quality through Data Preparation

Valerie Restat! Meike Klettke? Uta Storl?

Abstract: Data-driven systems and machine learning-based decisions are becoming increasingly
important and are having an impact on our everyday lives. The prerequisite for good results and
decisions is good data quality, which must be ensured by preprocessing the data. For domain experts,
however, the following difficulties arise: On the one hand, they have to choose from a multitude of
different tools and algorithms. On the other hand, there is no uniform evaluation method for data
quality. For this reason, we present the design of a framework of metrics that allows for a flexible
evaluation of data quality and data preparation results.

Keywords: data quality; metrics; evaluation; data preparation

1 Introduction

Real data is rarely error-free. To use it for analysis and to ensure the quality of the derived
decisions, data preparation is necessary [Ab16]. A variety of different tools exist for this
purpose, which are often combined in a preprocessing pipeline. The difficulty, however, is
to choose from this range of tools and possible combinations depending on the data and the
use case. More support is required for domain experts without in-depth IT knowledge. As a
first step in this direction, we see the need for a framework of metrics to assess data quality.
Such a framework would generate a number of advantages:

o The results of different data preparation tools become comparable.

e New solutions can be evaluated.

e Data quality is measurable and thus the quality of analyses and automated decisions
can be ensured.

To the best of our knowledge, such a systematic framework does not yet exist. Hence, in this
paper we propose a framework of metrics that takes into account many different aspects of
data quality. Depending on the use case, this allows metrics to be selected that are suitable
for the scenario in question.

After the summarization of related work in Section 2, we present this framework in
Section 3. It consists of two dimensions, which are described in Section 3.1 and Section 3.2
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subsequently. The measurement of the proposed metrics is defined in Section 3.3. We
conclude the paper in Section 4 and present future work.

2 Related Work

Well-known principles are the FAIR principles (Findable, Accessible, Interoperable and
Re-usable) for automatically finding, using, and re-using data [Wil6]. However, these do
not take into account the quality of the data, which must be ensured by preprocessing.

In software engineering, there is a standard (ISO/IEC 9126) that defines software quality
criteria, and various metrics have been proposed to prove each criterion. For data, there is
no such standardization yet. There is some initial research work here.

A variety of different definitions exist for data quality, including timeliness, currency,
accuracy and completeness, credibility, and presentation quality [CZ15; Sil12]. In addition,
aspects such as relevance and fairness must be considered [CZ15; Pi20; SS20]. We have
provided a more detailed description of the different dimensions of data quality in [RKS22].
Since the focus of this paper is on the metrics framework, only the most important aspects
are mentioned here.

The multitude of different definitions also leads to the fact that there is no standardized
evaluation. Different metrics exist (e.g. [HH16] and [BM11]), but these only cover a few
aspects of data quality. To the best of our knowledge, a systematic framework that takes into
consideration many different data quality dimensions does not yet exist.

Data quality validation is also addressed in Schelter et al. [Sc18]. The authors describe a
system for automating the verification of data quality. The following aspects are considered:
Completeness, consistency, and accuracy. The system scales well for large data sets and
provides users with a declarative API. By combining common quality constraints and custom
validation code, it offers many possibilities for evaluation. However, our classification is
even more comprehensive. It provides a more detailed classification of the metrics and
distinguishes more precisely to what extent domain knowledge is required.

In Polyzotis et al. [Pol7], challenges related to machine learning are addressed, with
particular reference to the deviation between serving and training data. Our framework can
be used to compare the quality of serving and training data. In future work, we also want to
explore how we can further extend the framework to address the challenges that specifically
arise in context of machine learning.

3 Metrics Framework

Our proposed framework consists of two dimensions, which are explained in more detail in
the following subsections:
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e Horizontal dimension — The status of data preparation (Section 3.1)
e Vertical dimension — The extent to which ground truth is known (Section 3.2)

= Verification by ground truth
g
:: A@] Manual verification by domain experts .
= v =
g 2
Data loading ~ Data preparation process Final evaluation = % 5
F;‘ = /9 Verification by rules or external sources S
o — y y — 3 § S
CRRD =R N § e vertat s
Q Automatic verification Q
Status of data preparation (without learned rules or domain knowledge)
(a) Horizontal dimension (b) Vertical dimension

Fig. 1: Metrics framework

The horizontal dimension, shown in Figure 1a, describes the status of data preparation.
Some aspects have to be considered already at the time of data collection or loading. Other
aspects are continuously improved by preprocessing the data. At the end of preprocessing, a
final evaluation should be performed again.

On the vertical dimension, shown in Figure 1b, a distinction is made between the extent
to which ground truth is known. It is only rarely the case that ground truth is completely
available. In other cases, the evaluation depends on the degree to which domain experts are
involved. If these are available, a manual evaluation can be performed. Otherwise, the data
quality must be checked using rules or external sources. If these are also not available, an
automated check can be performed in individual cases.

In the following, the two dimensions and the corresponding metrics are explained in more
detail. It is described which aspects of data quality must be taken into account. Subsequently,
Section 3.3 outlines how the metrics can be measured.

3.1 Horizontal Dimension

First, the horizontal dimension is considered. It defines the point in time when the evaluation
of data quality takes place.

Dataloading At the beginning of data preparation, the data must be loaded. In the process,
some aspects of data quality must first be checked. This includes the following aspects,
which have been mentioned in Section 2:

e Timeliness
o Credibility
e Relevance
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These aspects must be checked at the beginning and are prerequisites for data quality. If
they are not met, an improvement by e.g. data cleaning is not possible. For example, if the
data is not suitable for the application purpose, data preparation will not improve it either.
New data must then be collected instead.

Data preparation process Other aspects of data quality are only achieved through the
preparation process itself. Continuous evaluation is possible here. After each step, it can
be checked whether the data quality has improved. At the end of data preparation, a final
evaluation should be performed. In [Re22], we have already declared an extensive error
classification that covers a variety of different data quality aspects. Therefore, we base these
kinds of metrics on the error classification presented in [Re22], illustrated in Figure 2. The
different types of errors are shown in Table 1. In the first step, we focus on single relation
levels to assess the quality of individual data sets. In future work this classification should
be extended.

| | |

An Attribute Value The Values of a The Attribute Values  The Attribute Values
of a Single Tuple Single Attribute of a Single Tuple of Several Tuples

===

! )

Relationships among
Single Relation Multiple Relations
Single Source Multiple Data Sources

Data Quality Problems

Fig. 2: Error classification specified in [Re22]

Final evaluation At the end of the data preparation process, all aspects from Table 1
should be checked again. As an additional point, depending on the use case, the evaluation
of the presentation quality, mentioned in [RKS22], is also conceivable here.

In the following section, the metrics are described and subdivided in the vertical dimension.

3.2 Vertical Dimension

This dimension describes the extent to which ground truth is incorporated into the metrics.
It also indicates how much domain experts are involved in the verification.
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Tab. 1: Error types specified in [Re22]

Level

Error Type

An Attribute Value
of a Single Tuple

Missing value

Syntax violation

Interval violation

Set violation

Misspelled error

Inadequate value to the attribute context

Value items beyond the attribute context

Meaningless Value

Erroneous entry

The Values
of a Single Attribute

Uniqueness value violation

Synonyms existence

Outlier

Missing Attribute

The Attribute Values

Semi-empty tuple

of a Single Tuple Inconsistency among attribute values
Irrelevant observation
Redundancy about an entity

The Attribute Values

of Several Tuples

Inconsistency about an entity

Bias

Noise

Verification by ground truth When ground truth is present, automated matching can take
place. However, it is only rarely the case that ground truth is fully available. The creation
may also require a high level of involvement of domain experts. In addition, it must be noted
that there is no ground truth for some quality aspects. Along the horizontal dimension, this
concerns mainly the aspects of data loading, as will be shown in Section 3.2.1. In the final
evaluation there is also one aspect for which no ground truth can be determined, shown in

Section 3.2.3.

Manual verification by domain experts If ground truth is not available, human involve-
ment is necessary. Normally, domain experts know the data best and are therefore in the
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best position to judge the quality of the data. However, this process is very time consuming
and therefore mostly not feasible.

Verification by rules or external sources For this reason, the next step is to permit
domain experts to specify rules that can be used to check errors in the data. In some cases,
it is also possible to use external sources. It should be noted that there are a number of tools
that use pattern enforcement or machine learning models to detect errors. HoloDetect [He19]
and Raha [Mal9] are examples for such tools. Theoretically, those models or rules learned
by models can also be used for evaluation. The result of these could then be compared with
the results present. However, it is difficult to state about which results are more correct. For
this reason, it was not considered in the present framework.

Automatic verification (without learned rules or domain knowledge) If no rules or
external sources are available, there are a number of aspects that can be checked automatically
without any rules. Examples are missing values or duplicates.

In the following, the categories of the horizontal dimension, presented in Section 3.1, are
listed. The individual aspects of these categories are classified on the basis of the categories
of the vertical dimension just presented.

3.2.1 Data loading

On the horizontal axis, the first category is data loading. Table 2 shows the aspects mentioned
and describes how an evaluation can be done.

Tab. 2: Evaluation of data quality at the time of data loading

Evaluation method

Auto- Rules Experts Ground

matic Truth
Data quality aspect KJ B B@]
Timeliness - ‘ ) ‘ v ‘ -
Credibility - \ W) \ v \ -
Relevance - |« v | -

None of the aspects can be tested by automated evaluation without rules or domain knowledge.
With rules, the following evaluations are conceivable: For timeliness, checks can be made
according to the arrival time and intervals of the data. For credibility, a verification by
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domain experts is necessary. In addition, checks according to the range of data or accepted
values are conceivable. In terms of relevance, the assessment of whether data is suitable for
a specific use case, primarily depends on the goal of the analysis or prediction. It must be
evaluated by a domain expert. Information about the distribution of the data, warnings of
protected features and fairness metrics can be supportive in the decision-making process.
However, all these rules can only support the evaluation. The final assessment must be made
by a domain expert. Ground truth cannot be detected for these aspects. For example, there is
no ground truth that tells whether a data set is credible. Such aspects can only be assessed by
domain experts. This is why ground truth cannot be used for an evaluation of these aspects.

3.2.2 Data preparation process

The goal of data preprocessing is to achieve the best possible data quality. As described,
many different approaches and tools exist for this purpose. For better comparability, it must
be possible to evaluate the results of such tools. The following metrics are suitable for this
purpose, but also to subject the data to continuous evaluation. Thus, the quality of the data
can be tracked at any time. Table 3 shows how the quality aspects can be evaluated in the
context of the data preparation process.

All these aspects can be checked with ground truth, if available. If this is not available, the next
step could be a manual verification by domain experts. If domain experts can not support, all
these aspects could be checked using rules or external sources. The better the rules, the more
accurate the assessment of the data quality. If no rules or external sources are available, only
certain data quality aspects can be checked automatically. This includes the following aspects:

Missing values can be easily detected automatically. Rules are only needed here if missing
values are encoded by specific values, such as —9999.

Duplicates can — to a certain degree — be checked automatically. At column level (Uniqueness
value violation), duplicate detection is easy, but it is usually allowed for most columns that
several rows have the same value. Further information is therefore needed to decide for
which columns duplicates must not exist. On row level (Redundancy about an entity) it can
be checked automatically if identical rows exist. For rows that are merely similar, however,
further information is again required for evaluation.

Outliers can — to a certain extent — be detected automatically as well. A common approach
is to apply the three sigma rule, which states that if the data is normally distributed, 99.7%
of the values will be within three standard deviations of the mean [CBK09]. However, if
the values of a column do not follow the normal distribution, this rule is not applicable.
Furthermore, problems arise in this context when data changes and therefore the statistical
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Tab. 3: Evaluation of data quality at the time of the data preparation process

Evaluation method

Ground
Truth

Auto-
matic

Rules Experts

Data quality aspect
Missing Value v

Syntax violation -

Interval violation -

Set violation -

Misspelled error -

\\&\\\m
&

NENENENENENETT

Inadequate value to the attribute -
context

AN
&
<

context

Meaningless Value -

Erroneous entry -

Uniqueness value violation W)

Synonyms existence -

Outlier )

Missing Attribute -

Semi-empty tuple v

Inconsistency among attribute values -

Irrelevant observation -

Redundancy about an entity v

Inconsistency about an entity -

Bias )

NIEN ENIEN RN EN ENI RN RN RN RN ENEEN
NIEN ENENEN EN ENIEN EN EN EN ENIEN
NIENIENIENIEN EN RN EN RN RN RN ENEEN

|
|
|
|
|
Value items beyond the attribute ‘
|
|
|
|
|
|
|
|
|
|
|
|
Noise - \

parameters may need to be re-examined. For more extensive outlier detection, additional
rules or sources are needed.
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Semi-empty tuples can be checked automatically. As with missing values, rules are needed
only in case empty fields are encoded by values such as —9999.

Bias: Already at the time of data loading, as described in Section 3.2.1, it should be
checked whether the data is relevant. This also includes the analysis of whether the data
is representative for the use case. However, as described in [SS20], a bias can also be
introduced into the data by preprocessing. Therefore, as a first indicator, an automated check
can be made to see if the distribution of the data changes significantly during preprocessing.

All other aspects cannot be checked automatically. Further information, rules or external
sources are required for an evaluation.

The framework does not yet consider error hierarchies. For example, spelling errors may
also lead to a set violation. After the spelling error has been corrected, there would possibly
no longer be a set violation. In future work, this should be included in the framework.

3.2.3 Final evaluation

As already mentioned, all aspects specified in Section 3.2.2 should be checked again in
the final evaluation. In addition, the presentation quality can also be evaluated. This is not
possible without any rules or domain knowledge, as shown in Table 4.

Tab. 4: Evaluation of data quality for the final evaluation

Evaluation method

Auto- Rules Experts Ground
matic Truth
Y /% . % o=
Data quality aspect K J D is =
Presentation Quality - | ) v \

For an evaluation against rules, checks can be made based on given standards or specifications.
A detailed evaluation can only be done by a domain expert. Ground truth does not exist in
this case.

3.3 Measurement

In the following, we will look at how the metrics presented can be applied and how a
measurement of quality can be made. Along the vertical dimension, evaluation becomes
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more accurate once domain knowledge becomes available. Along the horizontal axis, a
distinction is made depending on the time of data preparation.

3.3.1 Data loading

For all these criteria, it is only possible to check whether they are met or not. No percentage
is given. For example, a data set may or may not be suitable for the use case. It is not checked
whether it is 50% suitable. In future work, a more precise distinction could be made here.

3.3.2 Data preparation process

For each error listed in Table 1, the corresponding metric indicates whether that error occurs.
Depending on the level of error classification, a distinction is made: In some cases, the
percentage of errors per column is considered. In other cases, it is only checked whether the
error occurs in the data (yes/no). The mapping depending on the level of error classification
is shown in Table 5.

Tab. 5: Evaluation type per error classification level

Level Evaluation Type
An Attribute Value of a Single Tuple Percentage per column
The Values of a Single Attribute Percentage per column

(except for Missing Attribute)

The Attribute Values of a Single Tuple Percentage per data set

The Attribute Values of Several Tuples Yes/no per data set

For the error types of the first level, An Attribute Value of a Single Tuple, the percentage per
column can be measured in each case. The same applies to the second level, The Values
of a Single Attribute. However, the error type Missing Attribute is an exception. Here, the
percentage per data set must be applied. This is also considered for the third level, The
Attribute Values of a Single Tuple. For the fourth level, a percentage can no longer be
calculated. It is only checked whether the corresponding error type occurs in the data set or
not.

An exception is when ground truth is available. In this case, metrics such as precision and
recall can be used for evaluation.
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3.3.3 Final evaluation

The same aspects apply to the final evaluation. However, for the examination of the
presentation quality (as with the aspects at the time of data loading) it can only be stated
whether it is provided or not.

Example Each quality criterion corresponding to the rows of tables 2, 3, and 4 is assigned
ametric. Thus, the framework is easily extendable. The metric for Missing Value is described
here as an example: The error type belongs to the first level An Attribute Value of a Single
Tuple (see Table 1). Therefore, the metric is measured by the percentage per column
(see Table 5). As can be seen in Table 3, an automatic verification is possible. Thus, the
percentage of missing values per column in the data set can be calculated automatically.
If there is a special encoding of missing values, further rules are necessary to be able to
determine the percentage correctly. If these rules are not available, a domain expert can
give the correct percentage. In case that ground truth is present, precision and recall can be
applied for evaluation as described.

As a result of the evaluation, a corresponding report with all described metrics would be
generated. Via color coding, the reliability of the results could be marked according to the
vertical dimension. Thus, a detailed evaluation of data quality would be possible. In addition
to validating individual data sets, different data sets can also be compared, for example to
contrast the quality of serving and training data in context of machine learning.

4 Conclusion and Future Work

To measure data quality and evaluate data preparation tools, we created a framework of
metrics. This can be used flexibly, depending on the extent to which ground truth is available
or domain experts are available for verification. It also considers the time of the evaluation.
Different aspects need to be checked at the beginning of data preprocessing rather than
during the process itself. It was shown that domain knowledge is needed especially at
the point of data loading and the initial investigation of various quality aspects, such as
the usability of the data. As data preparation continues, more automation in evaluation is
possible.

In the future, the presented framework will be made available to domain experts for an
empirical validation. They should review the framework to ensure that all relevant data
quality aspects for their domain and data engineering application are included in the
classification. Beyond that, we would like to further develop this framework in future work.
This includes further levels of the error classification presented as well as the consideration
of error hierarchies. Moreover, only the metric for Missing Value was described as an
example. The elaboration of the other metrics will be done accordingly to emphasize
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practical relevance. In addition to the further development of the theoretical foundations,
implementation also has to be carried out. In our vision, a framework like this must be
an integral part of every data engineering pipeline to ensure data quality through data
preparation.
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