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Abstract: Several algorithms are common for estimating depth from stereo series, but
many of them have difficulties when determining depth of objects having periodical
structure. This contribution proposes a method to overcome the impediments by using
defocus as additional information. The algorithm fuses depth from stereo and depth
from defocused edges by analyzing and evaluating image series with simultaneously
varied camera and focus positions. The problem is formulated by a comprehensive
notation using energy functionals, which can be solved e. g. by applying graph cuts
minimization.

1 Introduction

Even though there are several algorithms for depth estimation by means of image fusion,
the problem still remains a challenge in the visual inspection domain. Most methods can
only be applied under certain constraints. For example, depth from stereo is restricted
to surfaces with visible, but non-periodic structure. Structureless regions and periodical
structures can lead to false correspondences and further to false depth estimations [FG06].
In order to compensate these effects, additional information can be used, provided e. g.
by homogeneous information sources such as (de)focus evaluation or by inhomogeneous
sources such as triangulation or radar sensors.

Methods for fusing combined stereo and focus series to estimate depth were presented by
Gheta et. al. [GFHO06] and Frese and Gheta [FG06]. In [GFHO6], a short general overview
for fusing combined image series is presented, while [FG06] proposes a method for im-
proving depth estimations by fusing depth from stereo and depth from focus.

In this contribution, another approach of image fusion is proposed: depth from stereo
and depth from defocus. As input, combined stereo and focus series like the one shown
in Fig. 1 are used. The resulting depth maps are dense (due to the depth from stereo
approach) and more reliable than the results of any of the single approaches. To overcome
the correspondence problem in stereo vision by means of defocus, a method for estimating
depth from defocused edges requiring only one image is employed. In order to ensure real-
time operability, a camera array whose cameras have different focus positions is deployed.
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Figure 1: Combined stereo and focus series.

2 Fusion approach

The fusion problem is formulated using energy functionals. Their advantages are a clear
specification of the problem, along with the possibility to explicitly introduce constraints.
They allow to formally describe different kinds of information, e. g. stereo, focus, or de-
focus information. The fusion problem can then be solved by standard approaches, e. g.
using graph cuts algorithms, which are a comprehensive tool to minimize energy function-
als [SS02].

Depth from stereo: Estimating depth from stereo images can be described using the
epipolar geometry (for details on basic principles of 3D reconstruction and depth estima-
tion from multiple images, see e. g. [FLO1] or [HZ03]).

The problem statement uses the function f(p) = «, which assigns each pixel p =
(D, py)T € P (with P: the set of pixels in the entire image series) a label « in L, where «
is inversely proportional to the depth of a suitable projective plane. It can be seen as a gen-
eralization of the disparity notion in stereo vision and defines correspondences between
rectified images, using the first two images in the series as reference:

_ T
f:P=L: f(p)=a< {pl Cpem ) D
pP; < P1,

where p; denotes a pixel in the image 4, and o = pa x — p1x is the disparity between the
pixels of the rectified reference image pair.

The fusion task for pure stereo series can then be described by using the energy model:

Estereo(f) = Edata(f) + Esmoolhness(f) + Evisibilily(f) . (2)
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The objective is to find a function f such that the total energy functional E(f) is mini-
mized, which is a standard task in computer vision and can be solved e. g. by means of
graph cuts [KZ02].

Although this approach yields acceptable estimations in many situations, it often fails
when periodical structures are present in the scene. In such cases, the association of cor-
responding features is not unique, leading to ambiguities. This drawback is avoided by
using additional information from a depth from defocus approach.

Depth from defocus: In geometric optics, defocused image formation is described as a
space-variant convolution of the sharp image with a circular disk, whose radius depends
on the object distance and on the camera aperture and focal length [Mes77]. In the present
approach, the defocus information is only used on edges as additional constraint in the
process of estimating depth. As a consequence, the blur can be approximated without
significant loss by a convolution of the sharp image with a Gaussian point spread function:
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ho(): -exp{— }
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The algorithm for depth estimation shown here adapts and improves previously existing
ones [Pen87, SN88, LFC92]. The first step is to detect intensity edges. In order to cover
different degrees of blur, the Canny operator is applied several times, varying the spread
parameter [Par97]. The next step is the modeling of the edge blur. The models are similar
for horizontal (gmx) and vertical (gmy) edges. They are approximated analogously and
independently, e. g.

Qx + e — Dx Ay + cx — px
gux(p) = 1® (M) + g2 ® (—py”) : 3)

X JX

where ®(-) denotes the standard Gaussian cumulative distribution, oy is the standard de-
viation in x-direction, g1, g2 are the dominant gray values in the neighbouring regions &,
&, of the edge (determined experimentally), and axpy 4 cx — px = 0 is the line equation of
the edge. The line equation is determined by applying the Hueckel operator [Hue73], due
to its performance in estimating edge orientation [LM88].

The model guy is then fitted to the image data g(p) by applying a nonlinear minimiza-
tion method, with respect to oy, g1, g2, ax, and ¢, simultaneously, to the following cost

function:
C:= Y (9w(p)—9(p))*. €5
(p)EELUES
Before the nonlinear minimization procedure can be started, suitable initial values for the
parameters g1, go, and oy are required. To this end, the average gray values within the
regions & and &, respectively, are computed. Then, the lower and the upper quartil
of the gray values are used as initial values in the regions having the smaller and the

larger average, respectively. The blur parameter is initiated with the value from Subbarao’s
method [SN8&8].

The minimization procedure, employing the Levenberg-Marquardt algorithm [HZ03], is
carried out with respect to a parameter vector consisting of the blur value oy, the gray
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levels g1 and g5 and the line parameters ax and cx. This is an extension of the algorithm of
[LFC92] which did not consider the parameters of the line equation.

The Gaussian blur parameter o is obtained from the blur information along the axes, i.e.
ox and oy [LFC92]: 0 = IxTy If the edge is almost parallel to one of the axes, only

\/o? +J)? :
one blur parameter can be estimated; o is then computed through: ¢ = o4 sin¢ oro =
oy cos § respectively, where £ denotes the angle between the edge line an the x-axis.

Since camera aperture, focal length and image distance might not be known with the re-
quired accuracy, edge depth is recovered through [LFC92]: 2 = ¢ 2"1”, where the con-
stants k; and ko are calibrated using standard least-squares techniques. For this purpose,
an image series of a planar calibration pattern located at known distances to the camera is

acquired.

Fusion of depth from stereo and depth from defocus: Given the depth estimate of an
edge in one view from the depth from defocus approach, its position in a second view can
be predicted using image warping. That way, candidate edge positions are identified in
all stereo images. A matching edge is searched among the candidates that are selected
by means of a distance function that assesses the displacement of the candidate from the
predicted position. If no matching edge is found, the edge remains unmatched, and it is
supposed to be occluded in the second view.

The actual fusion of stereo and depth from defocus is accomplished by adding another
term to the energy functional:

Efusion(f) = Estereo(f) + Eedge(f) . 5

The term Feqqe( f) is non-zero only in neighbouring regions &;(1;) of edges I; and forces
f(p) to a disparity label close to the one resulting from depth from defocus:

L) —f)] if | f(p)—fl)I<S,

d(p,li)+1
Eedge(f) = § § 1. (6)
1 peey | GEAEL 4 K, it | f(p) - f) > S,

K is a penalty term for pixels having disparity values that differ greatly (given by the
threshold S) from the disparity values estimated on edges; d(p, [;) is the distance of the
pixel p to the edge I;. The denominators in Eq. (6) ensure that the influence of the edge
decreases according to the distance d(p, l;) of the pixel to the edge.

3 Experimental results

As an example, Fig. 2 shows the Q%D reconstructions obtained by applying a pure stereo
approach and by fusing the combined series of Fig. 1. Especially at the periodic chess-
board pattern behind the two objects, in the middle of the scene, the pure stereo approach
finds false correspondences and hence yields erroneous depth estimations. In this case,
it can be seen as two “black stripes” in the middle of the image, between the two front
objects. In comparison, the depth estimation of the fusion approach shows considerable
improvements in these areas. The scene reconstruction at the bottom of Fig. 2 reveals that
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Figure 2: Fusion of the image series in Fig. 1: Top left: depth map using pure stereo series: periodic
structures cause estimation errors (black strips in the middle); Top right: depth map obtained by
fusing stereo and defocus information; the estimation is improved; Bottom: reconstruction using the
fusion of combined series.

the depths of the borders of the two front objects and of the background pattern are almost
correctly estimated.

Although this example shows a quite striking surface pattern where the depth from defocus
approach shows its full potential whereas the pure stereo approach is handicapped by the
periodic pattern, it is obvious that the complementary information provided by depth from
stereo and depth from defocus improves the reliability of the depth estimation approach.

4 Conclusion

This contribution presents a new method for fusing combined stereo and focus series in
order to improve the reliability and the accuracy of depth estimation. It uses the comple-
mentary information that is contained in the disparity of a stereo series and in the blur
evaluated by means of a defocus approach. The fusion statement is based on a well-known
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approach of depth estimation from pure stereo series using energy functionals. The depth
from defocus information is then integrated into the model by formulating an additional
energy term which considers the depth estimation using a defocus approach in the vicin-
ity of salient edges. Experimental results show that the presented fusion of the combined
image series leads to better and more robust results compared to the pure approaches,
especially in the presence of periodical structures.
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