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Comparing Link Grammars and Dependency Grammars for
parsing German histological reports

Julian Dörenberg1

Abstract: The availability of structured data is becoming an increasingly critical factor in medical
research. Still, pathologists in Germany document their findings in running text instead of in a
structured form. In order to obtain structured data from these report texts, they have to be converted to a
more useful form. Link Grammars (LGs) and Dependency Grammars (DGs) both can be used to parse
the texts. Hence, LGs and DGs can be used for information extraction on histological reports. This
paper aims to compare LGs and DGs, to show why DGs are superior and to evaluate the performance
of a DG parser on a corpus of 200 histological reports randomly selected from breast biopsy reports.
The DG parser achieved an Unlabelled Attachment Score of 96, a Labelled Accuracy of 95 and a
Labelled Attachment Score of 93. Further evaluation shows that the occurrence of medical words
which have not been part of the training data does not affect the parsers performance.

Keywords: Natural Language Processing, Text-Mining, AI, Dependency Grammars, Link Grammars,
Medical Informatics

1 Introduction

In modern medical research, the availability of structured data is becoming increasingly
critical. Data from clinical practice generated from histological reports are of particular
interest for cancer research. Although synoptic reporting is on the rise in European medical
research [Ka07], pathologists in Germany document most of their findings in running text
rather than in a structured form. In order to make the information within these reports
available for research, it is critical to convert them into a structured form. One way to
perform this information extraction is to use a grammar for a natural language – German
here –, to parse the sentences in the reports and to use a downstream application to extract
the required information. This paper deals with the comparison of two such grammars, both
of which can be obtained by making use of machine learning techniques. After training
them, grammars for natural languages typically are used to parse a sentence into a graph.
This graph consists of the words within the sentence – its nodes – and grammatical relations
between two words in the sentence – its edges. Due to this second aspect, these graphs are
also called (grammatical) relation graphs.
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The first grammar type to be discussed here are Link Grammars (LGs). In an LG there
is a dictionary that maps each word that is featured in the grammar to a list of possible
grammatical contexts that the word can appear in. As these grammars can be denoted in
propositional logic in disjunctive normal form, such a grammatical context is called a
disjunct. Each disjunct contains so-called connectors, which denote the option to establish a
grammatical relation to a different word within the same sentence.

The second grammar type to be discussed here are Dependency Grammars (DGs).
DGs also follow the idea that there are grammatical relations between the words, but they
differ from LGs in two properties. Firstly, LGs consider the word class – for instance noun
or verb –, whereas DGs concentrate on the role a word plays within a sentence – for instance
if a noun is the sentences subject or an accusative object. Secondly, the relation graphs
generated by a DG are always trees. For LGs, this condition generally does not hold. They
allow cycles and - in general - undirected edges.

An example sentence annotated according to both grammar types is given in Figure 1. In the
example, the – partial – sentence Großes mäßiggradig differenziertes Plattenepithelkarzinom
is annotated by using both grammar formalisms. The most important difference is that the
relation graphs of DGs are trees whereas there is no hierarchy in LG relation graphs. This
results in the property that LGs allow cycles in their relation graphs while DGs do not. The
example illustrates two further differences. Firstly, LGs also establish relations to the final
dot of a sentence whereas DGs use a root node to model the end of a sentence. Secondly,
the tags of the relations denote different linguistic aspects. Discussing these is out of scope
here. Intuitively, the tags in DGs denote the grammatical role the word in the child node has
in a sentence – and hence takes into account the whole sentence to determine the tag –,
while the tag in the LG focuses on the kind of the relationship between the two words which
are related to each other.

2 Related work

LG were first described in 1996 by Daniel Sleator and Davy Temperley in the context of
the English language [ST95]. For linguistic reasons that are outside of the framework of
this paper, adaptions to the formalism had to be made in order to make them useable for
the German language. This was done by Sandra Kübler in 1998 [Kü02]. For instance, she
introduced changes to the connectors, which resulted in the grammatical relation graph
being directed. Since then, LGs have been used in multiple information extraction projects
on English medical reports. Most of them have since remained in an experimental state
and have never been used in real world applications [Zh06]. For the context of the German
language, there is no further usage of LGs other than the work of Kübler to the best of my
knowledge.
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Link Grammar:

Großes mäßiggradig differenziertes Plattenepithelkarzinom

ADJs

ADV ADJs

Dependency Grammar:

Großes

mäßiggradig

differenziertes

Plattenepithelkarzinom

<ROOT>

root

amodamod

advmod

Tab. 1: The Figure shows how the sentence Großes mäßiggradig differenziertes Plattenepithelkarzinom
is annotated in the Link Grammar formalism – the upper part – and in the Dependency Grammar
formalism – the lower part. Each word of the sentence is represented as one node of a relation graph.
The edges of the graphs denote the occurrence of a grammatical relations between the words. DGs
form trees whereas LGs form non-hierarchical relation graphs.

DGs have their foundation in 1959 when Lucien Tesnieres’ work was published posthumous-
ly [Te76]. In order to facilitate a modern framework for working with DGs, Christopher
Manning, Mihai Surdeanu et al. implemented the Stanford Parser as part of the Stanford
CoreNLP pipeline in 2014 [CM14; Ma14]. In 2017, Christopher Manning published a
paper together with Timothy Dozat where they trained a recurrent neural network (RNN)
to parse sentences by using the DG formalism [DM17; Pa19]. They chose their training
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data from the Universal Dependencies project [Ma21; Mc13]. Afterwards, they evaluated
the model on data from the Universal Dependencies project in different languages. The
performance for German was satisfying for use in real world application [DM17]. Dozat
and Mannings’ neural parser is available for usage with the framework supar, which was
developed by Yu Zhang and published in 2018 [Zh18].

Since the first description of DGs, experiments in parsing German medical reports
have been done. For instance, Elif Kara, Tatjaa Zeen et al. trained a DG parser on
nephrological reports and evaluated its performance by using the Stanford parser [Ka18].
Unfortunately, the parsers performance was too poor to use it in a real world application.
Currently, there is a tool in development which utilizes a DG parser based on Dozat and
Mannings’ work to extract information from histological reports [Dö22]. Figure 1 shows
the pipeline executed by this tool.

Report
(Flowing text) Preprocessing

Semantics
Identify medical

terms/words

Syntax
Parse sentence into

relation graph
Filter relations
by using UMLS
concept IDs and

regular expressions

Structured data

Abb. 1: The pipeline that extracts relations from German histological reports.

After parsing each sentence of the histological report into relation graphs, the tool
generates relations of higher arity by attaching relations to each other. For instance, the two
relations (6.5cm, groß) and (groß, Karzinom) are combined to (6.5cm, groß, Karzinom).
Finally, these relations are filtered by using regular expressions and the ontology database
UMLS [Bo04] and exported to a csv table. Alternatively to UMLS other ontology databases
such as SNOMED CT [St01] can be used. The tool has been evaluated on a data set featuring
hepatocellular carcinoma [Dö22]. On this small evaluation it exhibits good performance
and is able to extract 98% of the requested information correctly [Dö22]. Table 2 shows
their evaluation data.

As given in the table, there is a single error caused by the Dependency Grammar parser.
The information inflammation degree is not found. This is causes by the – partial –
sentence mit milder entzündlicher Aktivität und portaler sowie septenbildender Fibrose
mit Architekturstörung (Grad 2, Stadium 3 nach Desmet). As it is syntactically ambiguous
whether Grad 2 refers to entzündlicher Aktivität, to Fibrose or to Architekturstörung, the
parser cannot be expected to parse this construct correctly.
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# Fibrosis Vascular Tumor Infammation Inflammation Distance to Desmet Steatosis Cirrhosis
HCCs invasion diameter degree reSection area stage
1 1,4cm 1mm TRUE
1 TRUE 5,5cm 0,3cm FALSE
1 FALSE 4,2cm FALSE 0,3cm FALSE
1 TRUE TRUE 8,5cm TRUE — 3
1 16cm 0,1cm
1 TRUE TRUE 4,2cm TRUE 1,5mm TRUE FALSE
1
1 FALSE 9,5cm 1cm
1 FALSE 8,5cm TRUE TRUE
1 TRUE 3,6cm 0,2cm 1-2

Tab. 2: From [Dö22]. The Table shows a dataset extracted by the tool developed in this thesis. Each
row represents one report. The column names are information defined to be relevant for researching
HCC by the clinic of surgery within the University Hospital Aachen. Information printed in black
were extracted correctly. The data can have the two data types boolean, integer or measurement value
with respective unit. The Information in the column Inflammation degree was extracted wrong, which
is denoted by the red dash.

3 Methods

The comparison between LGs and DGs will be purely argumentative. However, the
performance of Dozats and Mannings DG parser will be evaluated by following an idea of
Carlos Gomez-Rodriguez, Iago Alonso-Alonso and David Vilares [GAV19]. In particular,
they recommend to evaluate the performance of a DG parser in two parts.

Firstly, three standard metrics shall be used. For a test corpus, let 𝑛𝑤𝑜𝑟𝑑𝑠 be the
number of words in the corpus, 𝑛𝑟𝑒𝑙𝑠 be the number of words that correctly have been
attached to their parent in the relation graph tree correctly and 𝑛𝑡𝑎𝑔𝑠 be the number of
words that have been tagged correctly by the parser. Finally, let 𝑛𝑛𝑟𝑒𝑙𝑠_𝑡𝑎𝑔𝑠 be the number
of words that have been attached to their parent in the relation graph tree and have been
tagged correctly. Then the three standard metrics are computed as follows: Firstly, The
Unlabelled Attachment Score (UAS) is defined as 𝑛𝑟𝑒𝑙𝑠

𝑛𝑤𝑜𝑟𝑑𝑠
. It denotes the proportion of

correctly attached grammatical relations to the words. Secondly, the Labelled Accuracy
(LA) is defined as 𝑛𝑡𝑎𝑔𝑠

𝑛𝑤𝑜𝑟𝑑𝑠
. It denotes the proportion of correctly tagged words. Thirdly,

the Labelled Attachment Score (LAS) is defined as 𝑛𝑟𝑒𝑙𝑠_𝑡𝑎𝑔𝑠
𝑛𝑤𝑜𝑟𝑑𝑠

. It denotes the proportion of
words being tagged and attached to their parent in the relation graph tree correctly. By
definition, LAS combines UAS and LA and it holds 𝑢𝑎𝑠 ≥ 𝑙𝑎𝑠 and 𝑙𝑎 ≥ 𝑙𝑎𝑠.

Secondly, the parsing performance shall be evaluated based on the particular use
case of the DG parser. In case of the tool presented in Section 2, this is the task of
information extraction performed via the pipeline given in Figure 1 where relations of
higher arity are generated by attaching relations to each other [Dö22]. Accordingly, this
part of the evaluation will be performed by generating the 2-, 3-, and 4-ary relations by
using the downstream application. In order to investigate the effect of medical words that
were not included in the training data the resulting set of relations will then be filtered for
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those relations, that contain at least one medical word. The proportion of correctly extracted
relations then is used as the evaluation metric.

4 Results

In order to compare LGs and DGs, it is critical to value the linguistic motivation behind
both grammar types and investigate properties which firstly affect their parsing performance
and secondly their usability.

Both types of grammar model grammatical relations between words. Whereas rela-
tion graphs in LGs are non-hierarchical, DGs force their relation graphs to being trees. The
problem about non-hierarchical relation graphs is that they allow for cycles, although this is
not supported by linguistics. Accordingly, the motivation behind LGs is worse than the one
behind DGs, because LGs allow relation graphs which are not supported by linguistics,
whereas in DGs this is impossible.

After discussing the linguistic motivation of both grammar types, properties which
firstly affect their parsing performance and secondly their usability are compared betwen
LGs and DGs. Table 3 shows and compares the properties of LGs and DGs which affect
their performance and usability.

Property LGs DGs

Lexicalized Yes No
Adaptations for German required Yes No
Public Parser for German available No Yes
Public training data available No Yes
Neural parser available No Yes

Tab. 3: Comparison of properties of LGs and DGs. The entry whether one of the grammar types
has a property is printed boldly if this grants an advantage over the other grammar type. Kübler
implemented an LG parser for German, but due to DG parsers being superior in his evaluation, it has
never been published.

The first aspect to be discussed here is lexicalisation. LGs are an example of lexicalized
grammars that means that the grammar consists of a dictionary which contains each word
known to the grammar. A sentence containing a word that is not part of the grammar cannot
be parsed. In opposition to this, DGs are not lexicalised, because they can make use of
word embeddings which support unknown words [Bo17]. This makes them superior to LGs,
because they are able to handle unknown words. Additionally, typos cannot be recognized
by LGs, because the misspelled version of the word is not part of the grammar’s dictionary.
DGs can bypass this issue by handling the misspelled word as an unknown word.
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The second aspect that affects the grammar’s parsing performance is the need for
specific adaptations of the formalism in order to support the German language. For LGs,
Kübler argued that German has a freer word order within the sentences than English.
According to its motivation to support the English language, the original formalism strongly
preferred creating grammatical relations between words with minimal distance. Hence,
Kübler described the changes to the formalism required for the German language [Kü02].
DGs already have been designed based on the idea to parse multilingual texts. Hence,
no adaptions are required for their usage in German. This has the advantage that there
is no need for an adapted implementation of the parser. As described in Section 2, there
are already numerous DG parsers available. For LGs however, this does not hold. Kübler
implemented an adapted parsers, but due to the lexicalisation of LGs and her further
research on DGs, it has not been published.

Another property affecting the usability of the grammars is the availability of pu-
blic training data. The Universal Dependencies project has been founded with the aim
to annotate corpora with the DG formalism and publish them. Accordingly, numerous
corpora have been annotated and published in a number of languages. For instance, there
are German corpora based on Twitter data, Google reviews and a number of newspaper
articles [In; Mc13]. The data are stored in the CoNLL-U format which simplifies combining
multiple corpora [St]. In opposition to this, no training data for German LGs are available
to the public to the best of my knowledge.

Data in the CoNLL-U format can simply be used as input data for the training of
neural nets. As described in Section 2, modern DG parser implementations are based on
neural networks. When training them, it is possible to rely on the advancements the training
of neural nets and the availability of the required hardware have made in the past decades.
Hence, training can be executed in a very efficient way without the need to implement
particular training algorithms. In opposition, no neural parser is available for LGs. In her
work, Kübler, however, described a training algorithm that she also implemented. But due
to her further work with DGs it has not been published.

In conclusion, DGs are superior to LGs. Hence, it cannot be recommended to use
LGs in a real world application. DGs offer a wide range of advantages over LGs and should
be preferred.

Accordingly, solely DG parsers are evaluated in this paper. This is done based on
the RNN implemented and trained by Dozat and Manning [DM17] which is used in its
pretrained version provided by supar [Zh18]. Table 4 shows the evaluation results for the
metrics described in Section 2.
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Metric Full corpus [%] Without localisations [%]

UAS 94 96
LA 92 95
LAS 90 93
2-ary relations 95 97
3-ary relations 91 93
4-ary relations 88 89

Tab. 4: From [Dö22]. Evaluation of the DG Parser trained by Dozat and Manning [DM17]. The metrics
described in Section 2 have been computed for two corpora. The corpus including the localisation
sentences – left column – consists of 200 sentences, whereas the corpus excluding them – right column
– contains 165 sentences.

The model was trained on a number of corpora from the Universal Dependencies
project. These include Bulgarian, Catalan, Czech, German, English, Spanish, French,
Italian, Dutch, Norwegian, Romanian/Moldavian1 and Russian corpora [DM17; Mc13]. The
evaluation data, however, were explicitely annotated to evaluate Dozat and Manning’s model.
200 sentences were randomly selected from breast biopsy reports written by two senior
pathologists. Eventually, two sub-corpora of these were evaluated. The left column in Table
4 shows the evaluation results for the full corpus. The right column shows the evaluation
results for the same corpus, when sentences on tumor localisation within the affected organ
had been removed. Usually, histological reports start with such a sentence – for instance
with links oben außen – but they do not occur in the further report. From a linguistic
point of view, these sentences do not have an unambiguous parsing. In order to not affect
the parsing performance, they were removed from the corpus. Afterwards, 165 sentences
remained. Overall, the parser showed very good performance on the corpus. In particular,
for the most important metric – the UAS – it achieved a score of 96. When restricting
the UAS to discard each relation that does not contain a medical word, the score for the
2-ary-relations is obtained. This was computed as 97. This demonstrates that the occurrence
of medical words does not affect the parsing performance negatively, although these words
have neither been included in the training data, nor in the dictionary of the words embeddings.

Medical words sometimes occur as Multi Word Expressions (MWEs), such as Car-
cinoma in situ for instance. Semantics of MWEs are determined from the combination of
the words they contain. In the given example Carcinoma does not have a semantics on its
own in German. It is the Latin word for the German word Karzinom. The whole expression
Carcinoma in situ however has a semantics in German. It is reasonable to assume that
medical MWEs reduce the parsing performance, because neither the whole expression nor
the separate medical words are featured in the training data. Hence, it is sensible to set up
the hypothesis that the DG parser will not parse them correctly. This hypothesis has turned

1 Using the ISO 639-1 code it remains ambiguous whether the data include sentences in Romanian, Moldavian or
both and Dozat and Manning did not elaborate on that in their paper.
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out to be true: In the few MWEs that occur in the 200 breast biopsy sentences, neither of the
MWEs has been parsed correctly. In each case either the grammatical relation or its type
was assigned incorrectly to at least one of the separate words. Unfortunately, the corpus is
too small to allow for a proper analysis of the errors and to find a pattern behind the parsing
errors.

5 Conclusion

LGs have shown to be inferior to DGs on a conceptual level for two reasons. Firstly, they
are lexicalized and hence can neither handle unknown words nor typos. DGs resolve this
problem by supporting word embeddings [DM17; Pa19; Zh18]. Complementing this issue,
the set of linguistic properties modelled in LGs is incomplete: The underlying formalism
allows for cycles in the relation graph, although this is impossible from a linguistic point of
view. This applies to both, the German as well as the English language. In conclusion, it is
not recommended to use LGs for any kind of application, but it is preferable to use DGs
instead.

In order to investigate multiple DG parsers, the framework supar can be used [Zh18]. One
of these parsers pretrained by Dozat and Manning [DM17] shows good results in parsing
histological reports on the chosen corpus of 200 sentences randomly selected from breast
biopsy reports. However, the corpus is quite small, thereby limiting the evaluation of the
parsing performance on histological reports. Hence, more data will be annotated and the
evaluation of the extension is ongoing. Currently, there is evidence that the DG parser lacks
in precision when parsing sentences which contain MWEs. Hence, the training data corpus
of Dozat and Manning will be extended by adding sentences that contain medical MWEs.
Afterwards, Dozats and Mannings training will be repeated on the enlarged corpus. The
goal behind this is to increase the performance of the DG parser when parsing MWEs and
identify the reason why they cause the parser to parse them incorrectly.

Nevertheless, it has been shown that Dependency Grammar parsers can already be
helpful in their current state of development, even without above modifications [Dö22]. But
if the advances described above are successful and the DG parser’s performance will be
verified on a larger evaluation data corpus, DGs will eventually significantly advance the
parsing of medical reports.
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