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Structured Abstract
Purpose – Meeting notes are effective records for participants and a source of 
information for members who were unable to attend. They act as a reference point 
to decisions made, to plan next steps, and to identify and track action items. Despite 
the need for a multi meeting solution (Tucker and Whittaker, 05), meetings are often 
displayed as separated as well as descriptive documents. The aim of this work is to 
enhance access to overlapping meeting contents and existing coherences beyond a 
decoupled description. A visual representation of meeting content can lead to meeting 
records which are more comprehensible and more time efficient. Furthermore, it 
enables the depiction of knowledge that is often lost in conventional meeting records.

Approach – Our goal was to define a general structure for meeting items, integrating 
content categories and relations between successive meetings. In this paper, we 
present a model based approach to visualize meeting content as well as content 
relations in order to support the preparation, execution and follow-up of meetings. 
Due to the fact that contents of consecutive meetings refer to each other (Post et al., 
04), we consider meetings as a series of events. The resulting model substantiates the 
transformation of content as well as content relations into a visual form.

Value – The proposed solution focuses on the model that is integrated into an 
interactive visualization. Thus, a novel approach to explore meeting records is 
provided. The model was proved to be suitable for meeting contents in various use 
cases. Examining the content in its visual representation across multiple consecutive 
meetings enhances the identification of any linked information at a glance over even 
long periods of time. Hence, important pieces of information will not be disregarded.

Practical implications – The approach of our multi meeting protocol application is 
realized as a browser-based implementation that displays data from JSON objects. 
With this interactive visualization, the user can browse, search, and filter meeting 
content and get a deeper understanding of topics, their life cycle and relations to other 
topics. This leads to an overall comprehension of project or business progression that 
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highlights topics that need to be addressed. Thus, the viewer is supported in preparing, 
executing, and following up meetings successfully and qualified to structure records 
in order to keep a clean transcript of a meeting.

Keywords – Multi Meeting, Interactive Visualization, Meeting Records, Meeting 
Content Relations, Topic Evolution, Meeting Model

Paper type – Practical Paper

1	 Introduction
Different methods and tools exist in the field of automated meeting capturing and 
analysis in order to reduce loss of knowledge (Geyer et al., 05; Yu and Nakamura, 
10) or structuring the captured contents for easier retrieval (Richter et al., 01). Their 
objective is to support carrying out tasks on a day to day basis or help making important 
business decisions. Conventional meeting records often exist in the form of single 
text documents. They are most likely stored in individual file systems as separate 
files, one for each meeting, without their contents explicitly or visibly referencing 
contents from preceding meetings. This makes it difficult for anyone to locate specific 
information over the course of time – even more so, when meeting participants do not 
know or remember the respective meetings. In the following, they do not know which 
files to go through to find objects of conversation or decision.

Surprisingly, only few systems provide access to contents of successive meetings. 
This stands in contradiction to the fact that meetings refer to each other. They should 
not be regarded as single, but as a series of events and thus should be viewed jointly 
(Post et al., 04). Tucker and Whittaker state that available meeting browsers1 deliver 
a solution for this problem by providing search mechanisms for a set of meeting 
recordings. Yet, with the query leading to one or more single meetings that match 
the search criteria, the records are viewed separately again (Tucker and Whittaker, 
05). Even if search mechanisms solve the problem of identifying a single relevant 
meeting from a series of meetings in parts, it is not yet satisfying. As a consequence, 
Tucker and Whittaker further express the need for a system that is able to examine 
decisions and other content items across a series of meetings. They predict that a 
“multi-meeting analysis tool” would be of great value to meeting participants. Such a 
system should be able to integrate multiple meetings in one view instead of displaying 
single meetings separately.

1	 Meeting browsers are a form of user interface that supports meeting information retrieval. 
They can be part of a larger smart meeting environment (Yu and Nakamura, 10).
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We intend to redesign the process of retrieving meeting information following these 
requirements by providing an interactive visualization for meeting contents and their 
relations across a series of meetings. This paper introduces a protocol-browser that 
displays multiple meetings and their coherences simultaneously, giving the viewer 
a powerful tool for analysing, exploring and searching information in its entirety.

State of the art meeting browsers1 and visualization techniques for text documents 
are described in section 2. Subsequently, section 3 introduces a model for meeting 
contents and relations. It factors in user studies that we considered to be relevant for 
the development. In chapter 4, the concept for an interactive visualization is presented 
that is based on the model and the previous research. A description of benefits, 
followed by an outlook on future work and a summary in chapter 7, concludes the 
paper.

2	 Related Work
We reviewed related work in three different areas: Meeting Browsers for meeting 
content analysis and as a state-of-the-art overview, a topic evolution model for content 
relation analysis, and text mining visualization techniques.

2.1	 Meeting browsers
Beyond conventional meeting records in the form of text documents, meeting browsers 
are able to store multimodal data. This includes, for example, textual transcripts from 
recorded conversation, with additional information such as the speaker of a certain 
piece of information. On top of that, the meeting browsers “Archivus” (Lisowska et 
al., 05) and “TeamSpace” (Richter et al., 01) provide access to a series of meetings. 
Both tools store consecutive meetings and implement search mechanisms for a set of 
recordings as described in section 1. The tools display one meeting record at a time 
without explicit reference to preceding or successive meetings. However, their overall 
handling and classification of meeting content provides a solid basis for structuring 
meeting contents and the derivation of relevant interactional necessities.

2.2	 Topic evolution
A wide range of tools compute topic evolution from large time based text collections 
using mathematical algorithms and probabilistic models (Blei and Lafferty, 06; Liu et 
al., 12; Gohr et al., 09; Cui et al., 11). On top of that, the text mining tool “TextFlow” 
(Cui et al., 11) includes a visualization for the gathered data. After extracting topics 
from a set of documents, their life cycles are traced and their changes are displayed 
along a timeline. Cui et al. further give an insight into the dynamics of the topic 
evolution theory. They define four major events in the “life” of a topic: topic birth, 
topic death, topic merging and topic splitting. The latter events concern more than 
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one topic at a time. Thus, relations between different pieces of time based content can 
be established. Their solution for illustrating the topics is based on the stream graph2 
visualization. In addition, they use glyphs to represent the events (topic birth, death, 
split and merge), integrating them into the stream graph at the point of time they occur.

2.3	 Visualizing time-based text collections
Besides TextFlow, “Event River” (Luo et al., 12) and “StoryFlow” (Rose et al., 09) 
present two alternative visualization techniques that focus on topic evolution in time 
based text collections. They show topic relations and topic development in different 
ways, with the joint objective to support information retrieval and understanding. In 
Event River, topics emerge from real life events. They are represented as coloured 
bubbles. Their size correlates to their importance at the time and their colour links them 
to other bubbles with the same colour, forming a story in their entirety. In addition 
to the visual representation, the authors provide interaction mechanisms to get an 
overview as well as detailed information. StoryFlow is simpler in its presentation and 
without interactive elements. Yet, the tool covers another aspect of topic evolution that 
is not immanent in Event River: topic splitting and merging. This feature includes the 
ability to draw a link between different topics by use of plain lines, regardless of their 
affiliation to different stories.

3	 Meeting content and relational structure
In order to create an interactive visualization for several successive meetings, the 
initial step was to define a general model for meeting contents and their relations across 
multiple meetings. In the following subsections, we describe the underlying model 
of the multi-meeting-protocol-browser. It consists of a content structure as well as a 
relational structure.

3.1	 Meeting content structure
As part of the long term evaluation of the TeamSpace meeting browser, Lipford and 
Abowd conducted a user study. Among other things, it revealed that most meetings 
share a common order of events and comparable goals (Lipford and Abowd, 08). At 
the same time, they discovered that the contents are similar in their structure for a wide 
range of meetings. The results of the study further suggest that a meeting is identified 
primarily by the date it took place on, and that the topics discussed in a meeting are 
the main indicators for structuring its content. This observation is of great value to 
our approach, as it enables applying only one model to different kinds of meeting 
situations and contexts.

2	 Another example for a stream graph visualization is ThemeRiver (Havre et al., 00).
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Another relevant aspect for building a model was to categorize content items. Therefore, 
types of meeting content were considered. The review of four studies and concepts 
(Brandl et al., 10; Ispas et al., 10; Khan, 93; Lisowska et al., 04) that vary in purpose, 
but hold answers to this question, helped us to identify the following categories as 
most common regarding different kinds of meetings: tasks, ideas, decisions, dates 
and general information. The last mentioned category covers all content items that do 
not fit any of the other categories. In summary, the first part of the meeting structure 
is developed from common meetings that were subdivided into topics. Each topic 
contains one or more content items of different categories.

3.2	 Content relations
As a next step, a specification for links between those topics and content items is 
needed. For this purpose, the previously described topic evolution theory (Cui et al., 
11) and the general meeting cycle were considered. The latter evolves around the fact 
that meetings follow an order of preparation, execution, recording and processing of 
their contents in a possibly infinite loop (Jain et al., 03). This implies the occurrence 
of dependencies between meetings. The fact that the content of consecutive meetings 
does relate has already been established by Cook et al. With “Project Nick”, they 
developed a system that supports the execution of meetings by technical means (Cook 
et al., 87). Part of their system is based on the idea that information enters a meeting 
through different channels, with the prior meeting and its recordings being one of them. 
A piece of information that emerges in one meeting, or information is derived from 
it later on, can be part of a successive meeting. This means that former information 
influences current and future pieces of content. Therefore, the theory of content items 
splitting up or merging with one another as described by Cui et al. (Cui et al., 11) can 
be sustained.

In order to define specific kinds of relations, we reviewed Marchand-Maillets model for 
meeting recordings (Marchand-Maillet, 03) and a user study conducted by Lisowska et 
al. preliminary to the development of the Archivus meeting browser (Lisowska et al., 
03). In accordance to our prior definition of a general meeting structure, we extracted 
the following types of relations:

-- topic is part of multiple successive meetings (r1)
-- information is mentioned in multiple meetings (r2)
-- content item is linked to a topic and the other way around (r3)
-- content item is related to another single content item (r4)
-- topic leads to a different topic (r5).

Relations (r1) and (r2) differ from the others, as they describe an ongoing link for 
continuous pieces of information, while relations (r3) to (r5) lead to a different topic 
or content item, whereby a new link is defined. The complete model including meeting 
structure and content relations across a series of meetings is shown in Figure 1.
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Figure 1: The derived meeting content and relation model, with the abstract relations 
leading across successive meetings

4 Interactive visualization
Based on the meeting model, the transformation of meeting contents as well as 
their relations into a visual form is required to transfer knowledge effectively and 
effi ciently. A time and topic based interactive visualization has been developed to 
ensure traceability. The key factors that build the foundation for the concept emanate 
from the described model and the refl ections of the preceding chapters. The realization 
as an interactive visualization is explained in the following subsections.

4.1 Visual representation of multiple meeting records
As pointed out earlier, the most important indicator when looking up information 
from a series of meetings is the date on which the meeting was held (Lipford and 
Abowd, 08). Therefore, we decided to use a time based visualization for the integrated 
view of multiple meetings. We arranged the meetings of interest along a horizontal 
timeline that depicts the respective dates. Since the basic structure of a single meeting 
is determined by its topics, we clustered the individual content items by the topic 
they belong to. The blocks that are formed using this approach are stacked vertically 
below the regarding meeting date at the timeline and tagged with a label that displays 
the topic’s identifi er. The content item categories are represented by a different color 
for each category. The content item is visualized as a rectangular instance within its 
topic and colored accordingly. The height of the rectangle refers to the amount of 
contained information (without weighing in its importance or priority). This visual 
representation of meeting content enables the viewers to identify separate topics as 
well as the kind and amount of information at a glance. At the same time, users are 
not restricted to view only one meeting at a time, but enabled to scroll through the 
whole duration of a project, business related conferences, scientifi c reviews or any 
other fi eld of work that includes a set of conversational recordings.
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Existing relations between topics and content items are illustrated across meetings as 
path elements, leading from one item to another. Narrow lines link different topics 
or content, while broad grey or colored paths illustrate continuous information. The 
endings of the relations that represent new links convey information as well. It is 
possible that the linked item is not displayed in the current view and therefore the 
viewer does not know which type of content or topic the item leads to or is derived 
from. Due to this, we added colored elements to both ends of the links: circles for 
a content item and straight lines when the link is connected to a topic. In case of a 
content item leading to a topic, for example, the beginning of the line would be a 
grey circle (grey for the topic), while the end would be a straight horizontal line in 
the color of the content’s category (Figure 2).

4.2	 Interactive elements
Beyond the overview the visualization provides, the user can gather information from 
comprehensive meetings by using simple mouse and tap interaction. Each visual 
element implies some form of interaction, and the visualization offers several methods 
to explore, search and filter the recordings for general or specific information.

First, there is the timeline that can be dragged in order to scroll back and forth. It 
can also be resized. This interaction changes the zoom level of the visualization in 
terms of narrowing or widening the time scale, bringing more meetings into the 
view or pulling them further apart. The depicted meeting dates themselves include 
interactivity as well as the topic label and the content item’s rectangle. Clicking on 
any of these elements will show all written conversation they contain – from the 
transcript of the whole meeting down to a single line of text in a content item.

Lastly, the relation lines and their endings can be selected. On the one hand, a selected 
relation shows every piece of information that is connected to it, thereby fading out 
everything else. Selecting its anchor points, on the other hand, leads the user directly 
to its linked item, whether it is a topic or a content item. The latter interaction only 
works for new links, since continuous relations are not equipped with an ending due 
to the fact that the connected elements represent the same content. Additional filter 
and search components help to find specific information. Selecting a value from a 
list of topics focuses the selected topic in the view. A range of checkboxes highlight 
contents according to their category. In addition, a plain search input shows the search 
results by scrolling to and opening them within the visualization.
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Figure 2: Visual representation of multiple meeting records

4.3 Realization
The design of a multi meeting protocol is realized as a browser-based application. 
HTML, CSS and JavaScript ensure the basic functionality and layout. D3.js (Data 
Driven Documents; Bostock, 15) is used to draw the visual elements as scalable vector 
graphics (SVG). The data is bound to the SVG elements via d3.js and integrated as 
JSON objects. For application and review of the interactive visualization, we used the 
transcripts of 21 project meetings that were held over the course of 20 months. After 
transforming them into JSON, relations and categories were added to the content. The 
result is shown in Figure 3. Viewing the transcripts in the multi-meeting-protocol-
browser, it becomes clear that all contents fi t the structure and no content-related 
aspect is missing in the application, compared to the textual documents. The visible 
relations clarify that some topics infl uence the project from the beginning to the 
last recorded meeting. This would likely have remained undiscovered without the 
visualization.

Figure 3: Meeting transcripts visualized by the multi-meeting-protocol-browser
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5	 Benefits
The specified requirements are met by the implementation. Most importantly, the 
defined structure is visually represented by the timeline, the topic blocks and the 
coloured content items. Relations are graspable in form of lines as well as paths 
and therefore cannot be missed by the viewer. This leaves a reinsuring sense 
of completeness, while knowing that no important piece of information will be 
overlooked.

In terms of information retrieval, the protocol browser supports both the need to 
look up specific contents by providing search and filtering functionalities, as well 
as the ability to get a general overview over dialogues. The user can easily learn 
which topics are very large or complex. By means of the interactive elements, the 
user can switch between overview and detail, fading out information that does not 
bare relevance for the task at hand or fading in a particular piece of information. The 
timeline transfers the content in chronological order, thus disclosing dependencies. 
This enables the viewer to trace the dynamic evolution of a topic for the duration of 
its presence – the time the topic emerges, the context it was mentioned in first, when 
it ceases to exist and the outcome if it leads to new topics or content items. Thereby, 
the visualization is able to display all of the four events in the life of a topic as defined 
by Cui et al. (Cui et al., 11). All in all, the multi-meeting-protocol-browser creates a 
deeper understanding of the information at hand and reduces the complexity when 
looking at a set of meeting recordings simultaneously.

By offering a general structure to the meeting participants, the transcription process 
can be facilitated in terms of organizing the content. As to whether the approach 
supports the preparation and planning of upcoming meetings, the tools does not tell 
the viewer which steps need to be tackled next. It does display the state of a topic 
implicitly, though. This is achieved by the thorough composition of contents, based 
on meeting transcripts and built on the presented content and relation model. The state 
of the topic would be defined by tasks issued, decisions made or ideas mentioned. 
Decisions mostly represent closed matters, whereas ideas and tasks suggest that there 
is work to be done and things to be discussed in the future.

6	 Future Work
The paper presents a tool as a standalone solution, missing import for meeting 
recordings. The tool does not yet include any form of information capture – the 
content needs to be integrated via structured JSON. In a further step, we will develop 
a designated meeting protocol editor that includes tagging and linking of content and 
provides export and import functionality for standard text document files.
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Except for our own intense utilization, the interactive visualization has not yet been 
evaluated widely. While the theoretical aspects of the model could be demonstrated 
suitable, an evaluation of the interactive elements and tangibility of the visualization 
needs to be conducted in order to improve and extend its functionality and presentation.

On another note, the approach to describe different types of content items using only 
five fixed categories is an attempt to fit the concept to a wide range of meetings. 
When it comes to a tool that supports individual workflows, the categories should 
be kept open for expansion. Therefore, our visualization is not limited to these five 
categories. Adding more categories would simply result in extending colours and 
category names, without altering the core of the model or the visualization in general.

7	 Conclusions
In this paper, the authors present a novel approach to explore meeting records. The 
proposed solution focuses on a model for multiple meeting contents and their relations 
as well as its application in an interactive visualization. The model has proved to be 
suitable for multi meeting contents. Examining the content in its visual representation 
across a series of meetings, it is possible to identify any linked information at a glance, 
no matter how much time has passed between the items. Hence, important pieces of 
information will not be overlooked. Furthermore, the user can access all information 
available to a series of meetings, using mouse or tap interaction combined with filter 
and search mechanisms provided by the multi-meeting-protocol-browser. This helps 
accessing information quickly and changes the way meeting recordings are perceived 
– not as a mere collection of text files, but possibly as a “multi meeting analysis tool” 
(Tucker and Whittaker, 05).

Our main goal in developing this tool was to aid the preparation, execution and 
follow-up of consecutive meetings. At the moment, one key item is missing – an 
editor for meeting protocols. However, the visual representation and interactive 
elements enhance meeting information retrieval greatly, compared to the current 
usage of conventional meeting recordings.
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