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Abstract 
The context of this work is usability engineering for multimodal interaction. In contrast to other work 
that concentrates on prototyping toolkits or abstract guidelines, this research focuses on user interface 
patterns for multimodal interaction. The topics of this work are not implementation centric patterns but 
rather user-task-near interface patterns. On the one hand higher level patterns that are based on the 
general principles of the multimodal design space (patterns of multimodal combination and multimodal 
adaptation) are described, as well as more concrete use case specific patterns on the other hand. At first 
pattern candidates are derived from knowledge about how multimodality can enhance usability. At the 
same time literature is mined for real solutions as patterns are only valid as long as they describe 
proven solutions from the real world. Along with this, relationships between patterns are depicted in the 
context of these interaction use cases. 

1 Introduction 
The context of this work is usability engineering for multimodal interaction. Traditional 
approaches in this field focus on prototyping (cf. Niedermaier 2003, Dragičević 2004, Duarte 
& Carriço 2006) or decision support for requirements analysis and work reengineering (cf. 
Bernsen 1999, Bürgy 2002, Obrenović et al. 2007). The later stages in the usability engineer-
ing lifecycle i.e. design standards and detailed designs are only marginally covered by those 
decision support systems. 

The idea of this work is to apply the concept of user interface patterns to the field of multi-
modal interaction. A pattern is a rule connecting a common design problem with a proven 
solution and a description of the context indicating the conditions in which this pattern is 
applicable (Alexander et al. 1977, Alexander 1979, Brown et al. 1998, Gabriel 2007). 
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Patterns are based on well-proven design solutions of the real world. This seems impossible 
for the field of multimodal interaction which has not yet reached wide-spread market pene-
tration. Nevertheless it can look back at almost thirty years of research during which several 
demonstration systems have been designed. Recurring problems that have lead to interesting 
solutions and were reused successfully in subsequent projects are a basis for identifying 
interface patterns from literature review (cf. Ratzka & Wolff 2006). 

Successfully designing multimodal applications requires skills at several levels, such as 
among others software architecture (cf. the patterns in Buschmann et al. 1998), implementa-
tion techniques (cf. the patterns in Gamma et al. 1995), screen design, speech design and task 
modeling (cf. the patterns in van Welie & Trætteberg 2000; Borchers 2001). 

This work focuses on the user-task-near type of user interface patterns. Even within this type 
of patterns one can distinguish different levels of granularity. This paper describes higher 
level patterns that are based on the general principles of multimodal interaction (patterns of 
multimodal combination and adaptation), as well as more concrete use case specific patterns.  

The discussion of inter-pattern relationships is crucial as only this way a pattern collection 
forms a so called pattern language (cf. Mahemoff & Johnston 2001). Typical relationships 
are abstraction/refinement and usage/composition. This paper discusses relationships not 
only within the collection of multimodal interface patterns but also relationships to tradi-
tional user interface patterns such as those described in Tidwell (1999, 2005). 

In terms of dual task scenarios, interactive maps and graphic design applications, traditional 
user interface patterns are discussed along with multimodal interaction techniques that alter 
traditional paradigms and thus lead to new, use-case-specific multimodal interface patterns. 
The identified patterns are shortly summarized in problem-solution tables. Detailed pattern 
descriptions can be found in Ratzka (2007, 2008). 

2 Enhancing Usability via Multimodal Interaction 
The potential of multi-modal interaction lies in enhanced flexibility, naturalness, robustness 
and interaction performance. This can be achieved via suitable modality combinations as 
well as via selection (adaptation) of appropriate interaction modalities at runtime. 

2.1 Added Value via Modality Combination 
Modalities are combined to minimize task interference, maximize information throughput, 
disambiguate distorted interaction channels, optimize saliency of notification messages and 
guarantee usability across different contexts of use, such as varying target users (think of dis-
abilities), environment factors (noisy environments, privacy issues), and device characteris-
tics (e.g. changing network bandwidth) which is critical for both public terminals and mobile 
interfaces. 
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Minimizing task interference 
Multiple resource theory (Wickens 1980) and theory of working memory (Baddeley 1992) 
assume that there exist separated cognitive resources for each input and output modalities. 
Double task experiments have revealed that modality allocations that take this into account 
result in less interferences than if both tasks have to be performed using the same interaction 
channels (Wickens et al. 1984). 

Maximizing information throughput 
Assuming that multiple resource theory is right, multimodal presentations (spoken text plus 
graphic images) succeed in conveying more information to the user than unimodal ones 
(written text plus graphic images). Experiments on multimedia learning show that this way 
visual attention splits can be avoided (cf. Mayer & Moreno 1998). In the same way, the user 
is able to input complex information faster when he can select the most appropriate modality 
for each information atom (cf. Oviatt et al. 2004). 

Mutual disambiguation of input information 
When information is transmitted via several defective channels, it is more probable that at 
least some information can be conveyed at all than if only one channel is used. It is improb-
able that disturbances affect identical pieces of information on each channel. This principle is 
used among others in audiovisual speech recognition (cf. Benoît et al. 1998), person identifi-
cation (cf. Snelick et al. 2003) and emotion recognition (cf. Zeng et al. 2004). This holds for 
the other communication direction, too. Multimodal perception of spoken language and asso-
ciated lip movements improves human speech perception, i.e. the ratio of correctly recog-
nized words by human (cf. Sumby & Pollack 1954, Summerfield 1979).  

Assuring interaction across varying contexts of use 
When it is not clear which interaction channels will work or are likely to be disturbed, sev-
eral channels should be provided to the user to ensure interaction. 

Optimizing saliency 
Urgent information will be perceived with higher probability if it is presented via several 
channels simultaneously. Studies presented by Selcon & Taylor (1995) revealed that reaction 
time can be reduced by over 30 % the more redundant information channels are used. This 
issue is tackled by Tidwell’s (1999) pattern Important Message which suggests important 
information (warnings) to be conveyed via several channels in parallel. Tidwell’s collection 
contains also the “opposite” pattern Status Display which suggests status information to be 
presented in a non-disruptive way at a predictable place on the interaction surface. 

Following problem-solution table exemplifies an exemplary subset of pattern candidates 
derived from the above listing. 
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Name Problem Solution 

Audio-
visual 
Workspace 

How to minimize disruption in 
dual-task scenarios? 

Present status information near to the visual attention area of the 
primary task. Present (urgent or at least immediately relevant) 
textual data such as route instructions via spoken language. 

Audio-
visual 
Presentation 

How to convey complex infor-
mation such as the functioning 
of technical systems or complex 
processes? 

Combine several output media and modalities. Spatial data 
should be presented graphically. Concise conceptual data such 
as labels and keywords can be directly integrated into the 
graphic presentation. Extensive descriptions and explanations 
should be read out loudly. 

Redundant 
Input 

How to assure input when com-
munication channels are distort-
ed in an unforeseeable way? 

Combine several interaction channels in order to make use of 
redundancy. 

Table 1: Modality Combination Patterns 

2.2 Added Value via Modality Adaptation 
Systems that are used by different users subsequently, by individual users extensively (grow-
ing user expertise), in different or changing environments, or with changing degrees of ser-
vice availability (due to changing network bandwidth) have to be adapted to these varying 
context factors. Adaptation can be done automatically (channel analysis, user modeling, etc.) 
or initiated by the user (changed behavior or explicit configuration changes). The following 
table outlines an exemplary pattern candidate derived from these issues. 

 

Name Problem Solution 

Multiple Ways 
of Input 

How to ensure input although 
environment factors and target 
users are not known in advance? 

Provide the user with the possibility to select his preferred 
interaction channel be it speech, typing or pointing. 

Table 2: Modality Adaptation Patterns 

3 Use-case Specific Solutions in Literature 
Patterns never are inventions by their authors but always relate to successful examples of 
system design. This means that a pattern has to relate to at least three example systems which 
employed the described technique successfully before calling itself a pattern (Brown et al. 
1998). This chapter provides the underpinnings for already discovered pattern candidates and 
identifies new ones from existing systems. This paper will focus on dual-task working envi-
ronments, interactive maps and graphic design applications. 
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3.1 Dual Task Support Systems 
Automotive and industrial applications frequently deal with situations where the user’s eyes 
and hands are occupied with a primary task. Examples are driver assistance systems such as 
MoTiV-MMI (Bengler et al. 2000), CarMMI (Neuss 2001) or SIMBA (Salmen et al. 1999). 
Bürgy (2002) outlines several industrial applications for wearable computing which support 
similar dual task scenarios. 

In these dual-task scenarios the pattern Audio-visual Workspace has to be used. Static infor-
mation about the system’s current state is displayed visually in a locally fixed area applying 
Tidwell’s (1999) pattern Status Display. As Display area the car’s centre console, head-up 
displaying techniques that project information onto the windscreen or, in mobile scenarios, 
head-mounted displays can be used. 

In time information such as guidance directions are conveyed auditively in order not to dis-
tract the user’s visual attention. Urgent data are displayed multi-modally using visual and 
auditive signals simultaneously as proposed in Tidwell’s (1999) pattern Important Message.  

3.2 Interactive Maps 
Map-based systems are one of the widest spread applications of multi-modal interaction. 
Research projects such as QuickSet (Cohen et al. 1997), SmartKom mobile (Malaka et al. 
2004), MATCH (Johnston et al. 2002) and MUST (Almeida et al. 2002) are examples. 

These systems allow the user to combine (pen- or mouse-based) pointing input with spoken 
commands such as “zoom in here” or “grab this region”. This recurring interaction technique 
is now called the pattern Gesture-enhanced Natural Speech. The most widespread use of this 
combination of speech and pointing are queries such as “show cheap Italian restaurants in 
this neighborhood <pen-gesture>” or “show me all psychiatrists <pen-gesture>”. This tech-
nique is called the refined pattern Multi-modal Spatial Search. 

 

Name Problem Solution 

Gesture-enhanced 
Natural Speech 

How to enable the user to quickly 
input composed commands consist-
ing of several parameters? 

Let the user interact via natural speech and provide 
pointing gestures simultaneously to specify loca-
tions or interactive objects. 

Multi-modal Spatial 
Search 

Which interaction techniques allow 
the user to search efficiently for 
points of interests on an interactive 
map? 

Combine pointing and speech input. Allow the user 
to select a region on the map via pointing and to 
input search terms via spoken language. 

Table 3: Patterns found in Multimodal Interactive Maps 
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3.3 Graphic Design Applications 
Computer Aided Design applications allow the user to create graphics using different kinds 
of tools. These applications are usually arranged based on the pattern Canvas plus Palette 
(Tidwell 2005) which means that the user can select the desired tool from the palette and 
apply this tool on the sketching surface, the canvas.  

The tools on the palette usually switch modes and are used in combination with Mode Cursor 
(Welie & Trætteberg 2000). In this case a special cursor icon represents the selected tool and 
helps the user to predict system behavior.  

Some tools, such as the pipette are usually used only once. Afterwards the user needs the tool 
he used beforehand. That’s why it is appropriate to use Tidwell’s (2005) pattern One-off 
Mode in these cases. In the case of One-off Mode the currently selected tool switches off 
itself after being used. Spring-loaded Mode (Tidwell 2005) can be used for special manipula-
tion actions. As long as the user holds down a specific key, the behavior of the currently 
selected tool is modified. 

The pattern Canvas plus Palette, however, forces the user to move the mouse cursor fre-
quently between canvas and palette which might slow down interaction significantly. This is 
where Welie’s (2001) pattern Helping Hands can help: The user uses one hand to input char-
acter shortcuts and the other one to perform graphical manipulations. This approach might 
reach its boundaries where shortcut characters are too cryptic to memories ore too cumber-
some to input with the left hand alone.  

Contextual Menus (Welie & Trætteberg 2000) are another approach to minimize mouse 
movements for action selection. But context menus might obscure parts of the central work-
ing surface without abolishing the need to remove the mouse cursor at all.  

Multimodal design applications such as VoicePaint (Gourdol et al. 1992), S-tgif (Nishimoto 
et al. 1995) or Speak’n’Sketch (Sedivy & Johnson 2000) make use of spoken commands to 
avoid the necessity of repeated mouse movements between toolbars (palettes) and central 
working surface. This is a more convenient alternative to keyboard shortcuts and represents a 
versatile interaction pattern, called Voice-based Interaction Shortcut (cf. Ratzka 2007).  

In order to control speech recognition activation, the user should be required to hold down 
the right mouse button while speaking. This is an application of Tidwell’s (2005) pattern 
Spring-loaded Mode. More concretely, this new combination of Canvas plus Palette, Spring-
loaded Mode and Voice-based Interaction Shortcut leads to the refining pattern Speech-
enabled Palette (cf. Ratzka 2007). 

Other graphic applications, especially those for mobile and tablet devices, build upon pen 
input and don’t use palettes for lack of space but make use of another, sketch-based, para-
digm (cf. Sezgin et al. 2001; Forbus et al. 2001). Rough sketches can be converted into geo-
metric primitives via recognition techniques. In order to help the recognizer to find the de-
sired geometric primitive, the user can input embellishing commands. Systems such as 
TAPAGE (Poirier et al. 1993), QuickSet (Cohen et al. 1997) or DPD (Milota 2004) allow the 
user to combine pen-based sketches and spoken embellishing commands. This special case 
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of Gesture-enhanced Natural Speech has been identified as new pattern and called Speech-
enhanced Sketching. 

Some graphic applications such as TAPAGE (Poirier et al. 1993) and QuickSet (Cohen et al. 
1997) support special editing gestures, e.g. crossing out objects for deleting them. These 
gestures combine two information sources: the position where they are drawn (i.e. the object 
they are related to) and the shape they have, i.e. the meaning the convey (the command to be 
executed). This new pattern is now called Location-sensitive Gesture. 

 

Name Problem Solution 

Voice-based Inter-
action Shortcut 

How can the user quickly select an item 
from a large set? 

To speed up interaction let the user select items 
via spoken language. 

Speech-enabled 
Palette 

How to enable the user to select tools 
from the palette without having to move 
the mouse between canvas and palette or 
the hand between mouse and keyboard? 

Allow the user to select tools using speech input. 
Each tool on the palette should have a meaning-
ful name which is being made obvious to the 
user to allow seamless learning. 

Speech-enhanced 
Sketching 

How to support graphic design with 
small pen-based devices? 

Allow the user to input raw sketches with the 
pen and use spoken commands for embellishing. 

Location-sensitive 
Gesture 

How to enable the user to input easily 
and quickly commands consisting of 
selecting items and performing actions 
on them? 

Let the user interact with the system as he would 
do with paper: draw meaningful symbols / pen 
gestures onto the object of interest – encircle 
items or cross them out, draw arrows etc. 

Table 4: Patterns found in Multimodal Graphic Design Applications 

4 Conclusion 
This paper revealed an approach of mining user interface patterns from research literature on 
emerging paradigms of multimodal interaction. The use cases of dual task scenarios, map-
based and design applications are examined in more detail and newly identified patterns are 
shortly outlined. In addition, the application of traditional user interface patterns in the above 
mentioned use cases is revealed along with relationships between individual (traditional and 
new) patterns.  

The patterns outlined in this paper are part of a larger collection which forms an emerging 
pattern language for multimodal interaction (cf. Ratzka 2007, 2008). Recently, user tests 
with both desktop and mobile systems have been performed in order to provide empirical 
underpinnings. The results indicate the plausibility and user acceptance of the patterns 
adopted in the research prototypes. 

In future, reusable building blocks (multimodal widgets) have to be defined which can be 
integrated into user interface builders and thus facilitate the implementation of the user inter-
face patterns described in this work. These building blocks have to be open not only to the 
combination of traditional and speech interaction but also to emerging interaction styles that 
involve passive interaction modalities such as gaze input. 
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