
Towards Tool Support for Computational Causal Behavior

Models for Activity Recognition
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Abstract: Complexity in Modeling and Development increases continuously. Subject
of this paper is to show how developers of Computational Causal Behavior Models
can be supported with a tool to improve the development process. Therefore, we an-
alyze three case studies about probabilistic modeling of human behavior for activity
recognition with respect to specific problems that might occur. We present a classi-
fication into five problem types that should be carefully considered in such projects.
Finally, we present how tool support to increase the efficiency of developing Computa-
tional Causal Behavior Models might be created. In general, the paper provides useful
guidelines for every model developer in the field of activity recognition, and highlights
the need of tool support for such models.

1 Introduction

The use of models for activity recognition can help to increase the robustness of results

and the performance of an activity inference engine. Several modeling approaches are

introduced in the literature, that range from simple methods with hand crafted probabilistic

models, to modeling languages [KYBK12, HH11] for specific domains. In contrast to data

driven approaches [HFH+09], model driven approaches imply that a developer of such

models is able to encode prior knowledge. In other words, either the developers of these

models need background knowledge about the process or the domain experts should be

able to use the modeling language, know common pitfalls, and be able to make accurate

design decisions and understand their impacts on the performance.

There is a variety of modeling formalisms to describe the context of a problem and the

corresponding user activities [Yor11]. In many approaches for model-based activity recog-

nition, these formalisms are used to create a library of plans that is enriched by a developer

and new cases and execution patterns are added [RGB+11]. One resulting problem is that

every plan or its variations have to be added manually which could be tedious and time

consuming. Thus, there are approaches with an initial set of plans that is manually created

to populate a library, and later used to learn a new behavior and the library is automatically

updated with newly observed plans or frequently occurring patterns [OCWS11]. This type

of approaches solves the problem with completely manually model building, but from a

robustness point of view still has the disadvantages of depending on previously executed

behavior. In other words, the system is able to recognize only behavior that is already
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observed and added to the library. However, there could be many variations of one behav-

ior, all of them valid and probable, yet it is almost an impossible task to model all these

variations of only a single behavior. For that reason, an approach based on causal mod-

els is introduced [YKK12], allowing modeling of single actions in terms of preconditions

and effects, and consequently, during the model compilation, a support tool takes care of

expanding causal links defined by preconditions and effects, and creating a complex prob-

abilistic behavior leading to a goal, with multiple execution sequences, that could explain

a given user state.

In this paper, we briefly introduce modeling mechanisms on causal models that we refer

to as Computational Causal Behavior Models (CCBM). However, it is not a goal of this

paper to present the modeling mechanism, as it is already done in [KYBK12], but rather

to exemplify the need of a tool support for minimizing influence of possible problems

occurring during the modeling of human actions. Developing such models is a creative

process. In simple cases, a developer can just writes a model in her desired programming

environment. However, modeling human behavior is complex. This also influences the de-

velopment process. Furthermore, in many scenarios more than one developer collaborates.

Therefore, cooperation and a knowledge transfer are necessary. In such a scenario, a tool

support would increase the process of understanding and an efficiency gain is achieved.

Thus, we analyze three case studies describing model based activity recognition with re-

spect to problems that might influence a project outcome in terms of results (accuracy,

robustness, etc.) as well as execution time and modeling effort. Next, we show how tool

support can improve the workflow of modeling human behavior with respect to recognition

of activities.

In Section 3, we introduce CCBM and show how to use them for activity recognition. Sec-

tion 4 describes three case studies, two of them using CCBM and we show what problems

might occur. Based on our detailed analysis of problems, we discuss in Section 5 how a

CCBM developer can be supported in a way that minimizes modeling effort.

2 A Motivation for Modeling Support

In software engineering, modeling languages such as UML [Obj10] or BPMN [Obj11]

are widely used. These are not only used in the design phase or as documentation, but

can also be included in the development process with their own techniques and process

models. For example, model driven development [Sch06] is an approach to automatically

generate software from formal models. In such an approach, a domain specific language is

required. The graphical domain model is transformed to code. Model-driven engineering

enables developers to achieve a higher productivity due to a high compatibility to hetero-

geneous environments, which are described and specified in the domain language, and a

simplification of the design process, due to reuse of model parts and usage of patterns.

Many different models can be used to describe one system. These views are necessary

to create an understanding and to improve the creative process due to focussing. Hence,

to decrease effort and to avoid errors in the development an integrated tool is required to

enable users, domain experts, modeler, and programmers, to create a holistic and consis-

tent view. For efficiency issues regarding the development process, it is beneficial that
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(:action sit-down

:parameters (?p - person ?s - seat

)

:saliency 5.0

:agent ?p

:duration (normal (sit-dur)(sit-sd

))

:precondition (and

(at ?p ?s)

(not (seated ?p))

(empty ?s))

:effect (and

(not (empty ?s))

(seated ?p))

:observation (when (at ?p ?s)

(signal (x-coord ?s)

(y-coord ?s)))

)

Figure 1: Action sit-down in extended PDDL no-
tation

(define (problem meeting)

(:domain meeting)

(:objects alice bob

charlie- person

a b c - seat)

(:init (and

(not (seated bob))

(not (seated charlie))

(empty a)

(empty b)

(seated alice)

(= (sit-dur) 200)

(= (sit-sd) 30)

(:goal (and

(seated bob)

(seated charlie))

)

)

Figure 2: Problem definition in extended PDDL
notation

transformations between different models are possible, see for instance process model to

software model transformation [GKDS05].

Another aspect is the usage of patterns. Due to abstraction, a pattern catalogue is more eas-

ily applied to graphical models. In software engineering, software design patterns [GHJV95]

reduce development effort dramatically on the one hand and increase software quality on

the other hand. We aim at the transfer of these properties from software engineering to

CCBM. Therefore, we describe in the next section computational causal behavioral mod-

eling. We also use different views and aim at a modeling process for CCBM.

3 Computational Causal Behavior Models

Computational Causal Behavior Models (CCBM) are introduced in [KYBK12]. They

represent probabilistic models generated from causal human behavior models. There are

several reasons for using causal models for generating probabilistic models. The most

important is, that it is much easier from a designer’s point of view to model causal de-

pendencies instead of probabilistic ones [Pea09]. Additionally, they allow a generation

of multiple hypotheses without explicit modeling. Details on the process of generating

probabilistic models from causal models are presented in [KYBK12]. Next, we describe

the process of creating these CCBM and their influence on the inference performance.

CCBM uses a PDDL1-like notation that allows the description of actions in terms of pre-

conditions and effects, representing the causality of human acting. Furthermore, it has

an additional benefit of modeling actions as abstract parameterizable templates. Figure 1

describes the abstract action sit-down modeled in terms of precondition and effects where

standard elements of a CCBM can be seen.

1Planning Domain Definition Language
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:parameters The parameters part of the declaration lists the names and types of all param-

eters. The compiler will later generate a grounded operator for each possible combination

of parameters. In the given example these are of type person and seat which means that

later the compiler will ground the abstract action sit-down with all objects from these types.

:saliency An a-priori probability of the action template which can be used to either in-

crease or decrease the probability of selecting this action.

:agent It defines the execution thread for the action, and when more than one agents of the

given type are defined, then their actions will be executed in parallel.

:precondition Specifies the preconditions to the world state that need to be met for the

operator to be applied. In our example these are that the person is at the seat position, that

he is not seated, and that the seat is empty.

:effect Describes the state of the world after the operator is applied. In Figure 1 this is that

the seat is no longer empty, and that the person is seated. Predicates that are not explicitly

defined in the effect clause do stay unchanged. It has to be mentioned that the action

effects take place at the beginning of the actions execution, not at the end.

:duration Probabilistic actions durations can be used to specify the duration of actions. In

the example it is a normal duration distribution with duration sit-dur and standard deviation

given by sit-sd.

:observation In addition to the action elements presented above, we are also able to spec-

ify the action observations which link the domain specification with the observation model

p(y|x) needed for performing probabilistic inference. Figure 1 shows such observation

clause that links the abstract user location (at ?p ?s) to a concrete coordinates (x-coord ?s)

and (y-coord ?s).

After defining the abstract actions, the problem specific information has to be described.

Figure 2 shows such problem description, where :objects provides the list of objects that

are to replace the parameters in the abstract action. Additionally, the initial world state

is given by :init. In our example from Figure 2 the users Bob and Charlie are not sitting,

while Alice is seated and two of the three seats are empty. Predicates that are not explicitly

specified in the initial world state are assumed false. Finally, the goal has to be defined,

which is achieved be the :goal clause. The goal in our example is that both Bob and

Charlie are seated.

Although the modeling of actions in terms of preconditions and effects may seem straight-

forward, there are some techniques that one should have in mind before beginning to create

the model.

lock flags: Especially when a multi-agent behavior is modeled, it is essential to use lock

flags which are nothing more than predicates that lock or unlock given activities. For

example, in a walk action, we could introduce the predicate may-walk that depending on

whether it is set to true or false, could force the agent to execute another action in order to

unlock a specific behavior (e.g., if the walk effect sets the flag to false, then the agent will

be forced to execute another action, unlocking the flag, before being able to walk again.)

durative actions: Sometimes just using the :duration clause is not enough to model du-

rative behavior. This is due to the fact that effects are executed at the beginning of the

564



action and not at the end, although logically thinking, there are effects that should be true

during the action execution and other that should become valid only after the action was

executed. For that reason, it is recommended to define begin-end action pairs, where in the

begin-action, the duration of the action is specified, as well as the effect that will be true

during the action execution. Then, in the end-action, the effects that no longer apply after

the action is over, are once again set to false, and those that are valid– set to true.

4 Case Studies

We illustrate the need for tool support for model based behavior analysis and activity

recognition by describing and analyzing three data analysis projects with several failures

which resulted in either a postponed time plan or in the project failing.

4.1 Case Study 1: Analyzing Activities

The first project is supposed to show that changes to movement pattern of elderly peo-

ple may indicate advancing dementia. To support early results, the project started with

collecting data from people suffering from dementia and healthy people as control group.

After the initial data collection, experienced colleagues created a data analysis workflow

that encourages the initial hypothesis. Model-based methods to distinguish the two groups

of patients were used. Two models of the activities were created; one was trained with the

first group and the other with the second group. The likelihood (p(y|Mi)) was then used to

determine whether the first or the second model fits better to the subject. At this point the

project goal seemed to be reached and the project was handed over to a less experienced

researcher.

The data collection was extended but at some point it turned out that the batteries were to

weak and some features of the sensors had to be turned off to enable a runtime of more

than one day. After adjusting the sensors to the needs of the study, the data collection

continued until the whole dataset contained sensor readings of 64 persons, each of them

lasting 48 hours. The data set for analysis was extended as new data arrived and it seemed

that the results stayed good. While recording new data the whole data analysis work-

flow was adjusted; the preprocessing was changed, new models were developed, different

performance measures were tried etc.

At some point, after adding a new data record to the data set, it turned out that the results

were getting worse. After a detailed analysis of the whole project and its results it turned

out that several problems, starting from the beginning, influenced the results. The most

important are listed below and divided into the five problem groups: sensor hardware,

sensor data, documentation, modeling, problem identification.

Sensor Hardware. A detailed analysis of the sensor before starting the data collection

was missing. Neither the sensor nor the firmware was ever assumed to be faulty. Addi-

tionally, the sensors were never calibrated. With changing the firmware the scale for the

accelerometer was incorrectly exchanged. Due to a missing check, this was never recog-

nized and resulted in faulty data.
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Sensor Data. After recording, the data should be analyzed in detail. In our study this

step was done after the initial data collection but was skipped for later recordings. This

fact also supported hiding sensor problems.

Documentation. To ensure reproducibility of experiments and analysis, the whole work-

flow and any changes should be documented. In the first place, there was no detailed ques-

tionnaire for patients, to record also information about them, for later analysis. Also the

assignment of specific sensors to a given patient was missing. The workflow, consisting of

a set of shell scripts without comments, was copied from folder to folder.

Modeling. Changes to the initial model that were done by the less experienced re-

searcher did not follow a hypothesis but just tried to increase the number of distinguished

people. The models that were used to reflect the activity course of elderly people with

and without dementia were created by using a domain specific language for (hierarchi-

cal) Hidden Markov Models (HHMMs). The usage of such domain specific languages

requires knowledge of the process behind the models. Unfortunately the less experienced

researcher was neither familiar with the probabilistic modeling nor with the modeling

language. As described above different modeling paradigms were used, e.g., simple and

hierarchical HMMs. The repeating change between these paradigms without concrete (and

not documented) reasons resulted in a unsorted set of models without documentation.

Problem Identification. One of the most time intensive points in this project was iden-

tifying problems. After problems occurred searching for problems was always executed

backwards in the workflow, which means problems were always assumed to be in the last

steps, namely classification or the modeling. Thus the model was adjusted and fine-tuned

without any success. Distinguishing the different groups of people was based on com-

paring the likelihood of two different models without checking whether the model fits the

behavior of the people. Thus, the results of the comparison were misinterpreted.

4.2 Case Study 2: Modeling Multiple Agents

The second study used CCBM to infer the behavior and social interaction of multiple users

in smart environments. One to three agents were modeled, each of them trying to reach

the same goal.

We asked a group of students to model this scenario in regard to distinguishing different

situations. Afterwards, we asked them to present their results and discussed problems.

Below the problems are listed and categorized to the problem classes above. Due to the

kind of the task most problems occurred while modeling the behavior.

Sensor Hardware. The smart environment where the study took place [BRK10] is equip-

ped with capacity measuring sensor mats. These mats can work in different modes, first

the self adjustment mode, where the system measures the difference in capacity and ad-

justs the base value slowly over time. The second mode is the normal mode, where the

system signals the measured capacity difference to a reference value. The sensor floor is

typically set to self adjustment mode2. To increase accuracy of the observation models,

2This is valid due to the ongoing movement of persons.
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students tried to compute sensor noise, but did not change the position during a long term

measurement. Due to self calibration the measured capacity decreased with time.

Sensor Data. The sensor data itself consists of one struct containing six numbers (0 or

1) per second. The students computed Type 1 and Type 2 error of the sensors cells but did

not add this information to the observation model, to increase the recognition rate.

Documentation. One part of the project was to create different models and check whether

one of them fits better to the sensor data than the others. The students created eight models.

During final presentation, they showed, that their models are able to distinguish different

situations, but it was not documented which model recognizes which goals.

Modeling. The students tried to build a model that should recognize activities in real

time. Therefore, they used the :duration parameter. But instead of delaying the effect

of the action by setting duration to start action, they added a duration parameter to end

action, which did not result in strange agent interaction. Another question that was raised

very late, what happens if there are actions without agent specification in a multi-agent

model? It was unclear that these actions were executed in the standard agent slot called

null.

Problem Identification. To use the goal distance as heuristic for tracking the behavior,

an additional tool, the state space analyzer, is created. This tool analyzes the whole state

space and computes the goal distance from each possible state. Additionally it gives infor-

mation about the reachability of the goal and about possible deadlocks. This tool was used

by the students for calculating the heuristic but they ignored the output, telling that 50% of

all possible plans lead into deadlocks. When the students finished creating a model, they

were surprised by the low recognition and the high resampling rate, but did not realize that

the number of deadlocks has any impact on this.

4.3 Case Study 3: Modeling General Meeting Behavior

The third study also used CCBMs to infer the user behavior in a general meeting scenario.

The purpose of the project was to create a reusable model that is able to recognize the

activities of meetings with different settings and durations. The scenario that was modeled

was a 3-Person meeting. The model was supposed to be robust enough to cope with

different actions durations or behavior variations.

To test the model, 20 small meetings lasting about three minutes each, were recorded,

where the users presented and then discussed their topics; and an additional long meeting

was recorded which lasted about 53 minutes and was not staged. The participants in this

meeting presented real topics as part of a project seminar, and did not follow a beforehand

established behavior pattern.

Sensor Hardware. The meetings took place in our Smart Appliance Lab (or SmartLab

for short) [BRK10] which is equipped with various sensors and actuators, among which the

Ubisense technology which estimates users’ location by transmitting ultra-wide band radio

signals, captured by a fixed network of receivers [Ubi]. To test our model, the Ubisense

sensors were used which transmitted the user location in x, y and z coordinates whenever
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the location changes. Due to ongoing movement of persons the single measurements were

assumed to be equidistant in time. Unfortunately this was not the case.

Sensor Data. There were problems with the data format, as the 20 small meeting con-

tained a time column, while the long meeting did not, which resulted in erroneous results

during the state estimation before the authors noticed that the format was not the same.

Furthermore, the values of the 20 small meetings were recorded in centimeters, while

those of the long meeting – in meters. Additionally, the positions of the stages and the

seats for the small meetings differed from those for the long, which all together with the

varying measurement units and actions durations resulted in the need of creating two sepa-

rate observation models. Finally, the too coarse-grained level of annotation resulted in the

need to make assumptions based on the sensor data, regarding the multi-agent behavior

(for the small meetings only the team behavior was annotated regardless of the fact that

the actions of the separate agents were tracked).

Documentation. Although the project was seemingly well planned, and the roles care-

fully distributed, no documentation was created during the execution phase itself, but

rather after the project was finalized, which resulted in forgetting to add information that

could be important for later projects. Regardless of the fact that version control was used,

not every version was submitted, resulting in the inability to identify the exact modeling

mechanisms responsible for unexpected artifacts in the estimated behavior. The assump-

tions on which a certain modeling mechanism was used as well as the design decisions

were not documented, leading to inability to explain why they were used at all.

Modeling. As the model was meant to describe both the twenty short meeting, and the

one long meeting, where they differ in structure and duration, it had to allow for varia-

tions in behavior and order of actions executions. Although the model produced relatively

good results, it showed that it is not so straightforward to model team behavior emerging

from the single users’ behavior and that one should be extremely careful with using lock

mechanisms. In this case they resulted in half of the model states not reaching the goal

state and in some situations forced the inference engine to make seemingly illogical state

estimation. Additionally, during most of the model adjustment, only exponential duration

was used, which resulted in poor results for the long meeting, and almost at the end of the

project it was discovered that the normal durations perform comparatively better. Another

error regarding the durations, was adjusting them experimentally to fit the sensor data,

instead of computing them. Furthermore, when the model did not perform well, it was

adjusted on the principle of trials and errors without trying to find the exact reasons for its

behavior or probably build a new model from scratch. Moreover, as the evaluation scripts

were not fixed at an early stage, only the results of the most likely particle were checked,

resulting in not discovering modeling problems that were later evident after performing

the final evaluation.

Problem Identification. As the observation models were reused and adjusted from pre-

vious experiments, it did not occur to the authors to check them for errors, which later

resulted in unexpected model behavior, the cause of which turned out to be faulty ob-

servation models. During most of the project, the model was validated only against the
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annotations, and only by applying one run which resulted in the too late discovery of

a whole set of problems varying from ones caused by the modeling mechanism to such

based on the nature of the approximate inference. Furthermore, when the model did not fit

the annotation, the annotation was searched for errors, instead of assuming that there is a

problem in the model, or that the errors result from the nature of the inference engine, or

sensor data.

4.4 Problem Classification

In this section, we briefly summarize the identified problems. Problems that arise in model

based data analysis projects can be categorized into five classes: sensor hardware, sensor

data, documentation, modeling, and problem identification. We state mechanisms to pre-

vent typical problems in the following.

Sensor Hardware: Without sensor calibration, comparison of different sensor types is

impossible. Sensor calibration may also help discovering the behavior of the sensor at the

end of the measurement range. The boundary behavior of sensors is important to interpret

measurement values that are out of range. To correctly interpret sensor measurements, an

error model of a sensor should contain as much knowledge of the sensor as possible.

Sensor Data: A (visual) analysis of recorded sensor data can support discovering prob-

lems with data, such as exchange of sensor axes. Problems with sensors themselves might

also be discovered. The usage of sensor data in a common data format can help to prevent

errors for I/O implementation.

Documentation: A missing documentation of design decisions encourages repeating ex-

perimental modeling. The use of a version control system supports documentation and

documentation of single model parts such as prepositions or operators in CCBM. Also the

evolvement of models including design decisions should be documented.

Modeling: Typically designing a model for activity recognition requires a hypothesis of

the behavior to recognize. This hypothesis is either created by analyzing the data or by

analyzing the behavior that should be tracked. Modeling without such an hypothesis does

not lead to a good reflection of reality. Before modeling, a hypothesis on process struc-

ture should be established. The lack of such a hypothesis leads to uncontrolled modeling

experiments. To create models in domain specific modeling languages, all aspects of a

language should be known. The impact of modeling decisions should be clear. A change

in existing models should not be done without a detailed understanding.

Problem Identification: If outcomes are not expected, the complete workflow should be

checked. Therefore, it is necessary to ensure deep knowledge of tools used in the workflow.

Ignoring or misunderstanding features can lead to a disorganized problem search. In case

of our experiment reviewing, the system output was important.

5 Developing Computational Causal Behavior Models

In this section, we want to address some possibilities, how to support the human behav-

ior domain expert with a tool. Consequently, a tool should include our five classes from
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our case studies. This means, in the context of CCBM, sensor hardware and sensor data

have to be supported in modeling as well as documentation and the modeling process

itself. Furthermore, the problem identification should be supported with problem analy-

ses and outcome evaluations. Note, not all challenges can be overcome by a single tool.

However, the process of model creation, as comparable to software development (see Sec-

tion 2), can be supported with tools, techniques, and a modeling process guide, including

best practices, patterns, or conventions. There exist many different approaches, such as

context-aware modeling or application specific development that is often hard-wired in

the systems, e.g., [HDE04] or [SPSS11]. In the following, we focus on a tool support

in a more general development. Challenges that occur due to system architecture of hu-

man behavior assistance systems are addressed in [KKS11]. These challenges can be

seen as requirements for the architectural design, namely, openness, robustness, adaptiv-

ity, understandability, and standardization. In the context of CCBM, it is necessary that

all requirements are carefully considered. Due to interweaving of requirements, a modeler

should be assisted in the development process within a CCBM tool. In such a way, an inte-

grated development system does not only support, but also increases quality and enhances

efficiency of the complete development process.

In the domain of CCBM, a tool support should address technical, functional, and non-

functional properties of the complex system. Due to given restrictions, new approaches in

the development, especially in the phases of design and implementation, have to be con-

sidered. This is also true for different granularity levels in the models, e.g., precondition

and effect modeling. Therefore, navigation in the hierarchies, consistency, and transaction

concepts are required.

Within the CCBM tool a differentiation of model views is necessary. This includes not

only sensor data and behavior model, but also documentation aspects have to be consid-

ered. The decoupling or abstraction to a model view on a complex system enables the user

to easily understand and apply changes. However, the inherent relationships have to be

consistently transferred to all models for the same system. This means that the decoupling

of sensor hardware, sensor data, and behavior model has to be internally merged in a

holistic and consistent model.

We are interested in the development of a graphical, but also formal modeling language. A

graphical model decreases the effort to understand the system, and a formal model enables

an efficient transfer in the implementation of a model. This includes in the CCBM domain

formal semantics. Another important efficiency aspect is the usage of different abstraction

levels, e.g., actions, activities, or processes. These different abstraction levels have to be

supported for the modeling. This can be applied with the usage of patterns or templates

that enable a support in problem identification.

Another challenging task is adaptation of models. In such a case, variability of models

and model elements has to be supported, too. Therefore, a CCBM tool should include

an integrated version control. A possible approach can be adapted from feature oriented

development. This means, that a system is described by its functionalities and different

variants can easily be generated by a selection of features. These variation points enable

a decreased development effort and provide a high degree of reuse. For the description

of features and their relationships feature models are used. This enables the selection of
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desired features and a generation of the system can be automatically performed. Applied

to CCBM, this means with the selection of provided elements the user is enabled to easily

construct her desired system. Reuse of models, elements, or sub models is possible.

Another property of a CCBM tool is the transformation of code fragments automatically

into the corresponding graphical model. This enables a automatic documentation. Fur-

thermore, other techniques from software engineering such as refactoring, e.g., renaming

elements or descriptions, should also be implemented in the CCBM tool.

From our described case studies in Section 4, we see different views and consequently

different model types. Compared to software engineering, see Section 2, a holistic and

consistent complete model is necessary. Therefore, a suitable differentiation in the model

views is necessary. We divide this in the CCBM domain into actions (with hierarchies) and

agents or observation/sensor model. This is for instance comparable to static and dynamic

models in UML.

6 Summary and Conclusion

In this paper, we saw that, even if the use of causal models for behavior analysis, such

as CCBM can increase the efficiency and decrease the effort of the developing process,

problems known from other modeling areas occur. An analysis of three case studies, two

of them using CCBM, showed what kind of problems typically occurs. After a detailed

analysis of the problems, we classified them into five classes which should be carefully

considered by the model developer before building a new model. Furthermore, we dis-

cussed the benefits of having a tool support for CCBM and the features it should possess

in order to provide the needed developer assistance.

This is a first approach to support a computational causal behavior modeler in the develop-

ment of new models or in the identification of existing problems in the models. We try to

adapt methods and technologies from software engineering, where we see many connec-

tions. However, due to only first attempts many questions have to be investigated in more

detail.
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