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Abstract: The article presents a model of the structural properties of virtual commu-
nities and the information they can access. It argues that a large part of the information
—and actually knowledge — present in virtual communities can be identified by a graph
structure that consists of three node types — actors, media and qualities — as well as the
relations that connect them. Based on these relations, information retrieval and other
inference mechanisms can be mapped into the model.

1 Introduction

Virtual communities have become a major factor for the design of information systems
and Web-based applications, giving rise to community-based information infrastructure.
Recently, this development is apparent for instance in the emergence of social computing
and the “Web 2.0” [WCZMO7], as well as in the paradigm shift in enterprise knowledge
management from techno-centric approaches towards tacit knowledge and social capi-
tal [HWWO03, Got05]. It even extends to the increasing importance of peer-to-peer sys-
tems [WBO05] and collaboration grids [Sto07] for information management and process-
ing, where peers or grid nodes act in lieu of humans and can be considered members of
generalised virtual communities.

A major reason for this shift towards community-based systems is that the information
available from in such approaches includes an added value that is impossible to gener-
ate or capture using classical, purely content-based approaches, because it directly gains
from the intelligence, creativity and social behaviour of people. On the “supply” or au-
thoring side, this added value consists of processes to generate content interesting for the
community, which is done by providing infrastructure to easily author or make available
contributions, to ask or answer questions (Web 2.0, peer-to-peer), to supply and exchange
explicit and tacit knowledge (knowledge sharing infrastructure) or to offer computational
services (grid). On the other, the “demand” or retrieval side, the added value consists
of processes to provide social decision support, which is done by collaborative filtering,
feedback mechanisms and importance measures that often use the relational structure of
the community (social recommenders, reputation systems). Further, by offering suitable
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infrastructure to facilitate and amplify social processes, community-based systems tend to
reinforce the identification of their users as members of a community and thus create the
motivation to contribute to the community.

Objective. In this article, we investigate the question of how to capture some of the added
values that community-based approaches offer and how to combine them with content-
based approaches in a reasonably compact model. Such a model is envisioned to describe
the structure of community-based information either for comparison and classification of
existing systems, or as a structural basis for new developments.

The final goal that this work contributes to is to build infrastructure for access to the knowl-
edge that exists within a community, i.e., the demand side of the infrastructure. However,
one of the features that makes users of community-based systems unique compared to
those of others, is that they are on both sides of the system, supply and demand, i.e.,
are contributors and retrievers alike. Looking at retrieval, or, more generally, inference
approaches cannot therefore completely exclude the content creation processes in commu-
nities.

Outline. This paper continues with a more detailed discussion of the requirements needed
for the envisioned model in Section 2. As the core contribution of this article, the model
itself is proposed in Section 3 and applied to a practical example in Section 4. Finally, after
a short statement on related work in Section 5, the present approach and future research is
discussed in Section 6.

2 Requirements

This section derives the properties of the envisioned model of virtual communities by
specifying requirements. There are three major types of requirements: First we need to
identify the scenarios that should be covered (Section 2.1) and need to define how specific
the model should be to them (Section 2.2). Finally, the types of community knowledge of
the scenarios that should be addressed in the model need to be considered (Section 2.3).

2.1 Requirement 1: Usage scenarios covered

The main purpose of the envisioned model is to represent a virtual community to support
information access scenarios and associated inference tasks. Such tasks are for instance
to find community members and documents according to certain criteria. The scenarios
for information access include:

e Expert finders: Systems that allow to find people who have expert knowledge in a

given topic, based on profile information, document content and authoring informa-
tion (e.g., MITRE [MDHO00], AnswerGarden [AM96], XperT [Hei04]);
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o Digital libraries: Systems that allow to access documents where the community
consists of the authors who mutually cite their articles or monographies (CiteSeer
[GBL98]', the ACM Digital Library [Whi01]);

e Collaborative authoring: Systems that allow community members to contribute to
a collaborative information repository, either ad hoc asynchronous communication
(mailing lists, forums) or as “Web 2.0” tools like blogs, wikis [WCZMO07]) and other
approaches that make accessible and allow users to contribute content (Twitter, flickr
and YouTube) or meta-content (structured data as in IMDB, or tags as in CiteULike
and del.icio.us);

e Social network platforms: Systems that offer self-authored personal profiles and
connections as dynamic contact and friends lists (Xing, myspace);

e Peer-to-peer systems: Systems that distribute content over a community of peer
modules (that can themselves represent a community of people) and can be consid-
ered “generalised communities” (SemPIR [WBO05]).

2.2 Requirement 2: Scope and specificity

The model is primarily used in early stages of system design where the working concepts
are decided and basic algorithmic considerations are undertaken (cf. [BFHVO03]). There-
fore, the model should be generic enough to be independent of scenario specifics like
particular types of persons or documents. This also makes it suitable for representation
and comparison of a wide variety of existing and new systems and scenarios. In fact, the
result may be a form of data model or ontology whose structure can be specialised for
particular scenarios in question, similar to meta-modelling methodologies (cf. [Bez06]).

2.3 Requirement 3: Information and knowledge types addressed

Many systems for community-based information infrastructure are not only used to re-
trieve information but actually knowledge. For these cases, it is inevitable to not only rep-
resent documented information as explicit knowledge, but to also integrate tacit knowledge
[NT95, Boi99] and possibly social capital [Les00] in the model. This way, a great part of
the added value can be captured that is ascribed to community-based approaches compared
to purely content-based ones, as suggested by the literature (see, e.g., [Wen98, HWWO03]
covering Communities of Practice).

The access to knowledge needs a few more remarks. By definition, tacit knowledge — or
“knowing” as a process rather than a state [Pol74] — is restricted to individuals or groups
of individuals and it is in most cases difficult to write down (to “externalise” [NT95])
because it depends on intangible factors like experience, procedural knowledge, special

IRegistration of articles with CiteSeer is actually a community-based process, as well.
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talents, cultural background and norms that can only be made available to others by direct
interaction. Social capital as a form of collective tacit knowledge [DGKTO03] supports this
interaction by holding together communities and being the basis for offers of help needed
to achieve shared goals or to solve problems [Put00].

To give an example, in a newsgroup the experience of an expert answering a complex
question cannot be written down in its entirety; it is tacit. Further, the fact that such ex-
change works at all is often a result of the social capital established within the community,
which is tacit as well. The predominant way to approach the problem of making available
such tacit “assets” is to identify the expert, e.g., from a profile, from previous answers or
articles, by explicit recommendation, possibly confirmed by the location within a social
network that reflects the communication within the community.

Therefore, “cues” to tacit knowledge (and social capital) in the community are important
auxiliaries. Locating both tacit and explicit knowledge extends the notion of information
retrieval, and in the following we use the term information retrieval to refer to this more
general form, avoiding new definitions like “knowledge retrieval” because at their core,
the basic approaches are those of information retrieval [BYRNO99], and tacit assets should
be represented in the model as explicit cues that point to them. The types of such cues are
manifold, and we take an “inductive” approach and summarise sources that are commonly
used and need to be represented in the envisioned model:

o Authoring and reference information: Tacit knowledge leaves traces in documents
that are created in the community, either by experts themselves (“authoring”) or via
reference in documents by other authors, such as in reports and in scientific citations
(“reference”). This is not retricted to text content, like scientific authoring, but also
in non-textual media, for instance in the way a movie is edited by an expert edi-
tor. Authoring and reference information is captured “en passant” from the existing
processes in the community.

e Profile information: The existence of expertise can be catalogued using question-
naires, interviews, structured CVs and other means that are “actively” or explicitly
applied to capture the existence of tacit knowledge, as in many knowledge and skills
managment approaches. However, many tacit skills are unknown even to the expert,
and in these cases, only by interaction and problem solving can tacit knowledge be
located and may be “implicitly” captured by tracking collaboration. Both active and
implicit ways to capture specific traits and properties of users contribute to profiles.

e Social network information?: Important pieces of tacit community knowledge are
identified from the structure of the community, i.e. the position of individuals and
groups in the social network. Depending on the type of relations available as a
representation of the real social network, this may allow identification of experts by
their embedding into clusters of other experts, as well as possibly capture cues of
social capital, such as trust, recommendation and reputation, which are important
prerequisites to sharing of tacit knowledge through collaboration.

2In “genereralised communities” like peer-to-peer networks, social network information does not represent
social capital proper but similarly, relational properties of the network are used as cues to identify items of
interest.
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3 The actors—media—qualities model

The requirements collected in Section 2 yield a set of qualitative input factors to develop
the model. With the focus on information access, Requirement 1 implies the need for a
semantic representation of the items in the model that can be used to evaluate the relevance
to a query, i.e., some sort of profile or set of “qualities” that can be associated with the
items. The generic scope (avoidance of scenario specifics) from Requirement 2 implies
what in ontology design is called “minimal ontological commitment”, i.e., the restriction
of the model to a minimum of elements [Gru94]. Requirement 3 implies on one hand
the representation of explicit knowledge items, which can be modelled as a documents or,
more general, “media”, on the other cues of tacit knowledge, i.e., the types of sources in
the list in Section 2 need to be included. Authoring and reference demand for a connection
of documents or media with community members, and profiles can be considered special
cases of documents. Finally, social network information indicates the appropriateness of a
graph-based representation of the community.

Fortunately, such a graph representation is flexible enough to be the structural basis for
the entire model. Authoring information etc. can be expressed by including into the net-
work media items and connections with the authors. Moreover, semantic or other qualities
associated with the items can be directly included as nodes in the graph representation.

In the next subsections, we define the model in terms of a graph structure. We first in-
troduce node types in Section 3.1, its edge types in Section 3.2 and finally the complete
model structure in Sec.3.3.

3.1 Defining entities

We define AMQ entity types similar to classes in ontology or software analysis and denote
them by calligraphic letters like .A. Our model supports subsumption/inheritance (is-a)
relationships, i.e., entity types may have a hierarchy of subtypes that are denoted in italic
type A € A etc. Further, it supports aggregation (has_a) relationships. Instances, i.e.,
objects that represent the actual data, will then be denoted in lower case a € A € A.
Considering type hierarchy, for simplicity we will use the shorthand a € A to denote that
a is an instance of some type A € A. Three root entity types are proposed to model a
community according to the above requirements: actors, media and qualities.

Actors, a € A, are entities that represent everyone/everything acting in an autonomous
way, which implies actions like to write, collaborate, query, study or to assess, in addition
to explicit (verbal) knowledge (to know). These actions will later be defined as relations.
Actors bear tacit knowledge, and naturally represent people and groups of people that
engage in knowledge sharing and interaction. As a special case, intelligent agents can be
considered actors although they are often represented via explicit rule sets. Subsumption
of actors is defined (an author is an actor), as is aggregation (a group has a number of
authors).
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Figure 1: Structure of the AMQ model, with example entity and relation (italics) types. Directed
relations between classes denoted with =, undirected ones with .

Media, m € M, are entities that contain information and “react” to actors. Media bear
explicit, i.e., verbal or numerical knowledge, and can be thought of as a generalisation of
documents to all formats that can contain explicit knowledge or serve as cues to knowl-
edge, including for example project and course documentation, audio tracks and images,
video clips and other artefacts. In addition, user queries fit into this scheme as “reciprocal”
media (requesting rather than providing knowledge). Further, user profiles behave like me-
dia. Like actors, media allow subsumption (a document is @ medium) and aggregation (a
book has a number of chapters).

Qualities, g € Q, are entities that provide a set of attributes to describe actors, media and
other qualities in a way that inference can be performed on them. This inference includes
comparison using a distance or similarity metric and consequently retrieval. Qualities as
the units of knowledge representation are one key to mapping existing inference and infor-
mation retrieval methods into the model and can be used develop new models. Consider-
ing existing metadata frameworks, full-text approaches like [AM96] use inverted indices
as representations of qualities. In Semantic Web-based information retrieval, reasoning
requires qualities to be defined with formal semantics, i.e., Q is the representation of an
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ontology that can be queried or reasoned upon. And when using latent-semantic models
like latent Dirichlet allocation [BNJ02], automatically inferred latent variables (commonly
referred to as latent topics) are the qualities to describe the entities in the model. Finally,
when dealing with multimedia data, content-based features can be used as qualities.

For a schematic view of these entities, see Fig. 1, where they are displayed as rectangles,
along with examples of typical classes they subsume. With regard to its three root entity
types, we call the model the actors—media—qualities model or AMQ model.

3.2 Defining relations

With the entities allowing to represent real-world items in the model as instances of one
of the actors, media and qualities types (or subtypes), relations between them provide
the actual information used for inference and retrieval. Relations in the AMQ model are
quantified by some weighting function w(x,y,R) : X X Y — Iz c R with I the set of
allowed weighting values for relation of type R € R and R being the set of all relation
types. Depending on the relation type, this interval can be discrete and binary, Ix = {0, 1},
probablistic, Iz = [0, 1], some distance or similarity measure, Iz = [0, o), or any other
set depending on the semantics of the relation. Typically, relations restrict the node types
X and Y they map to each other (domain and range), and may be directed or undirected.
For brevity, we represent relations by their weighting function, using the entities a, m and
q as defined above. Typical relation types as given in Fig. 1 will be discussed in the next
paragraphs.

Media—-quality relations, w(m,q,R) : M X Q — I, describe the semantics of media.
Explicit knowledge cues in media items use the media—quality (img-) relation describes,
denoting explicit knowledge in a particular subject. Here, Iz = [0, 1] is a function that
maps to a relevance value for the subject, and to describe one this subject, weights are
established from the medium to all possible qualities g; that this subject is composed of.
Combining the weightings of the mg-relation over several qualities ¢ = {g¢;};,i € [1, K]
can be expressed by introducing a shorthand for a vector weighting function w(m, g, R) :
M x Q — (Ig)X over all qualities ¢;. This can for instance represent a vector of topic
probabilities or a set of binary association functions with the range of ontology classes.
When trying to retrieve relevant documents, the subject must be expressed as a set of qual-
ities, which themselves are extracted from a query text or other object (as a “reciprocal”
medium).

Actor—quality relations, w(a,q,R) : A X Q@ — I, describe the semantics of knowl-
edge associated with an actor. The central relation with respect to knowledge cues is the
actor—quality (ag-) relation knows, which, however, is not directly observable. In most ap-
proaches in the literature, the knows relation is inferred, for instance from authorship: For
example, in the MITRE [MDHO0], AnswerGarden [AM96] and XperT [Hei04] systems,
knowledge cues from documents are used via the describes relation, and experts are in-
ferred via the actor—media (am-) relation authors. The Author-Topic Model [RZGSS04],

213



however, directly extracts latent topics for actors, implementing the knows relation directly.
Opposite to this “supply” dimension of knowledge, the “demand” of specific knowledge
can be evaluated for actors, which is reflected by the actor—quality relation searches that
can be inferred via the describes and queries relations (for all explanations, see Fig. 1).
Comparing the qualities of both supply and demand dimensions enables the functionality
of matchmaking systems like that in [RSWO5].

Actor-media relations, w(a,m,R) : AX M — Iz or w(im,a,R) : M x A — I, describe
the association of an actor with a medium or vice versa. Actor—media (am-) relations usu-
ally derive from authoring and reference information (authors, cites, recommends etc.).
Further, query actions by actors are special types of AM relations (queries). Typically,
such information is often explicit and can be extracted a priori as a basis for inference. In-
ferred am-relations are used in collaborative approaches to express recommendation (rec-
ommends) and preference (likes).

Media-media relations, w(m, m’,R) : M X M — I, describe mutual relationships be-
tween media. Media—media (mm-) relations play an important role in citation networks
and digital libraries, both as references and aggregation. Like am-relations, they are often
explicit and can be used as basis for inference. An important inferred relation for retrieval
is similarity (resembles).

Actor-actor relations, w(a,a’,R) : A X A — I, describe social structure of the com-
munity and other relations between actors. Actor—actor (aa-) relations can represent in-
formation on social capital in the community. ReferralWeb [KSS97], for example, uses
relational cues such as friends, colleagues, and co-workers, Opal [HKJ05] in addition
ratings between collaboration candidates [DM04]. Depending on the application case, dif-
ferent types of inference are possible. An example is to find an actor who is an expert in a
topic and trusted by reputable actors. The inference based on explicit cues is the same as
described for ag-relations, but the set of relevant actors now is filtered via appropriate net-
work criteria, such as shortest path or reputation measures that aggregate weighted ratings
(see [KSS97, PSDO03] and references therein). An alternative way is to perform inference
in an integrated manner is to use statistical relational learning techniques that integrate
semantic and relational steps of inference (see, e.g., [Nev06]).

Quality—quality relations, w(q, ¢’,R) : Q X Q — I, map knowledge description frame-
works into the AMQ model. For instance, for ontologies quality—quality (gg-) relations
may include RDFS or OWL relations (e.g., rdfs:subClass, properties or aggregations). The
AMQ model does not make any commitment on the formalism for gg-relations, allowing
to include axiomatic descriptions of qualities, for instance to use the results of Semantic-
Web inference, or hierarchical relations between latent topics. Further, gg-relations are
the place in the model where distance measures fit in to compare actors and media as the
knowledge sources in the model, with ontology approaches on one hand (mostly leading
to binary results) and real-valued retrieval functions modelling relevance on the other. For
instance, two actors in an expert finder system may be similar in terms of their knowledge
if the qualities they are described with are similar.
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3.3 AMAQ graphs and inference

In order to complete the AMQ model, all data are joined in a graph structure, which is the
basis for inference algorithms. More specifically, taking ideas from ontology modelling,
e.g., [MvHO4], the schema and instance structures are distinguished.

Schema graph. The structure that combines the entities and relations discussed in the last
sections is defined as an AMQ schema graph, G(V, £), with the vertex set consisting of the
three entity types (possibly their subtypes), V = AU M U Q, and the edge set mapping to
the various relation types between them, £ : V XV — R, with R 3 R denoting the set of
relation types. Fig. 1 can be understood as a simplified example of a schema graph where
the different node and edge types are collapsed into the clique of root entity types, which
will be extended by a more expressive graphical notation in Section 4.

Instance graph. While the schema graph reflects the structure of the data about the com-
munity, an instance graph G(V, E) fills this AMQ schema with data, leading to a kind
of generalised co-citation graph or social network [WF94]. The instance graph contains
typed objects as vertices, v € V, where each vertex v has a type that is a member of V in
the schema, as well as edges between the objects, e € E, where each e maps to a relation
type R € R and a weight, i.e., E : VXV — R X R with R D> Iz subsuming the range
of all weighting functions w(x, y, R). Note that this definition can be easily extended to
hypergraphs by allowing edge sets with different vertex counts per edge.

In order to represent a virtual community for a retrieval scenario, typically only a small set
of entity and relation types need to be included in the schema, depending on the available
information on the community and the retrieval mechanisms required to fulfill a particular
set of retrieval tasks.

Inference in AMQ models is the process of identifying or creating entities or relations in
the AMQ instance graph by analysis of its semantic or structural properties. Semantics
here refers to the qualities associated with entities (e.g., topics associated with a docu-
ment), and structure to the general topology of the AMQ graph (e.g., co-citation, social
network) spanned by the different data available.

More formally, inference algorithms can be defined as transformations from a given in-
stance graph structure G(V, E) to another structure that adds the inferred items to G:
G' =G\V,E)UG(V,E).

In this way, standard methods of information retrieval and inference may be expressed in
the AMQ model, providing a method to classify or unify existing algorithms, possibly cre-
ating a library of standard algorithms for re-use. Further, the method allows to define novel
inference schemes that may use combinations of existing algorithms or lead to completely
new approaches. As the AMQ model itself makes no commitment on the type of inference
used, the range of possibilities is wide. In the next section, this will be explained with an
example.
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Figure 2: AMQ schema considered for CiteSeer and other digital library corpora.

4 Example: CiteSeer as an AMQ model

An illustrative application for an AMQ model is the CiteSeer digital library [GBL98],
which offers research publications online. The authors of these publications can be consid-
ered to form a scientific virtual community whose members venture to create new knowl-
edge by using and extending existing sources.

Being only one example among a set of scientific digital libraries (cf. the CORA dataset?
or the digital libraries in Section 2), beside the semantic content of titles, abstracts and full-
texts, CiteSeer gives access to authorship, co-citation, publication time (and partly venue)
information and thus can be used to track the knowledge creation process in the community
or to identify relevant and influential papers. However, the CiteSeer portal has only limited
retrieval features, allowing document and author name search while restricting structural
analysis to importance measures in the co-citation graph. On the other hand, a snapshot of
the CiteSeer portal data exists that may be used to extend this: the CiteSeer corpus* with
approx. 564k document abstracts and titles, 229k authors and 1272k intra-corpus citations.

Before we analyse inference and retrieval tasks possible on these data in Section 4.2, we
characterise the structure of the CiteSeer data as an AMQ model in Section 4.1.

Shttp://www.cs.umass. edu/-mccallum/code-data.html
4http ://citeseer.ist.psu.edu/oai.html.
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4.1 Schema

The AMQ schema structure is shown in Fig. 2. Compared to Fig. 1, only the entities
and relations relevant to CiteSeer are displayed, but on the other hand, Fig. 2 adds some
additional information on the schema:

¢ Entities are added symbols, like x for an author as a special type of actor, a.

e These symbols are used to specify the domain and range of the different relations,
like authors(x, m), which means that this relation applies to authors (as opposed to
searchers, s) but to all possible media types, m. This notation allows to retain the
collapsed simple graphic representation of the AMQ schema. If no constraints are
specified, a relation applies to the root types.

e Underlined types are considered inferred, whereas the others can directly be ex-
tracted from the available data.

Regarding actors, there are authors and searchers. The data in the CiteSeer corpus in fact
do not include any “demand” data; the searcher entity s € A is rather included to show
the querying process of someone retrieving data from the corpus than to represent data
contained in it. Looking at media entities seems self-explanatory, an excerpt e € M being
part of a medium (aggregates(m, e)) that can serve as context for a reference to another
medium. Then optionally the binary cites(m, m’) relation between two documents is ex-
tended to a ternary cites(m, m’, e) relation with additional excerpt e as part of m (leading to
a hypergraph structure). Finally, there are three different types of quality: topic, word and
time, and while the latter two can be directly read from the corpus by indexing or from
metadata, topics are themselves inferred entities, e.g., extracted by latent Dirichlet allo-
cation or the author—topic model (see qualities definition in Section 3.1). The gg-relation
subsumes can be applied to a topic for a hierarchical approaches, to a word when using
some semantic hierarchy and to nest periods of time.

4.2 Inference tasks

On the CiteSeer data, various existing and novel inference and retrieval methods can be
applied, and here we view them from the perspective of how they are expressed in terms
of the AMQ model rather than the actual algorithms.

Media retrieval is to find documents etc. for a given query. This requires initial index-
ing, which creates describes relations between media and qualities (words for inverted in-
dex or vector-space models [BYRN99], inferred topics for latent semantics, etc.). During
search, the same is done for a query, completing the graph with the respective weight-
ing. The actual ranking of relevant documents is then based on an appropriate distance
measure between the weightings of the describes relation, using vector weighting function
w(m, g, “describes”) : M X Q — RX with K qualities for a given medium m. In the AMQ
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schema, such distances may be mapped to a resembles relation as a basis for ranking:
w(m, m’, “resembles”) = f(distance{w(m, g, “describes”), w(m’, ¢, “describes”)}) .

In the example, both words and topics as qualities allow to combine literal and latent-
semantic search in an appropriate retrieval function or distance measure. For latent se-
mantics, the weighting function w(m, ¢, “describes’) represents the probability distribution
p(zlm) over K topics and implies the existence of topic distributions p(w|z) that map words
to topics (cf. [BNJ02]).

Expert finding. Extending document retrieval to scenarios like expert finding (see Sec-
tion 2) is simple: Ranking for retrieval is then done via distances between knows ag-
relations or describes mg-relations of documents authored by a particular person, identified
via the authors am-relation that infers a knows relation:

w(a, 4, “knows™) = f({w(m, g, “describes™)},,) Y {m : w(a, m, “authors”) > 0} .

For the actual implementations of the associated algorithms, numerous possibilities exist
in the literature, e.g., the mentioned [RZGSS04] or [Hei04] that make use of latent topic
distributions p(z|x) for authors.

Advanced tasks. Beyond this, various other inference and retrieval tasks can be performed
with the CiteSeer schema, for instance:

e Semantic matching: For a given document, the distance to other documents is in-
ferred based on the describes relation, inferring the resembles(m, m’) relation.

o Co-citation matching: The similarity between the subgraph structures spanned by
cites relations around two documents is inferred, e.g., based on intersection.

e Document citation influence: The influence of a document along cites(m, m’) rela-
tions is inferred, e.g., using graph importance measures like PageRank.

o Author influence: Document citation influence may be mapped to their authors using
authors(a, m).

e Actor matching: Combinations of searcher and author are ranked by their knows or
searches relations, inferring resembles relations.

e Sub-community detection: Similar interests searches and/or knowledge knows can
be clustered into communities with an entity group g € .4 and aggregates(g, a).

e Semantic citation influence: Combining the influence of citations with their seman-
tics (describes(m, q)), possibly exploiting citation context via cites(m, m’, e).

e Dynamic models: Combining the above models with temporal information and its
temporal derivatives, e.g., to analyse the evolution of describes or searches relations.

Moreover, with relevance or preference information included in the data, this list could be
extended by collaborative approaches like recommender systems where actors rate media
via recommends(s, m) and inference yields a likes(s, m) relation, possibly creating profile
clusters similar to the groups g above.
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5 Related work

Regarding previous approaches to define some generic structural basis of information ac-
cess that uses the typical data available in virtual communities, existing work turned out
to be surprisingly scarce.

Nevertheless, several research strands are relevant, mostly considering the way data is
represented. From this perspective, the AMQ model can be viewed as an extension of
social networks [WF94] by documents and items of knowledge representation. On the
other hand, there are close relationships with ontology modelling [Gru94], particularly the
Web Ontology Language OWL [MvHO04]: Regarding entities and their types, OWL defines
individuals that belong to classes that themselves support subsumption and aggregation as
well as other relations called properties to link individuals to each other (object properties)
or to data values (datatype properties). The AMQ model takes up the individual and class
concepts but is limited to the object properties as the basis for its relations. Because
OWL and other ontology languages are focussed on logical reasoning, the concept of
weighted relations cannot be modelled in a simple and expressive way but rather requires
workarounds like reification. Because the possibility of weighted relations is at the core
of the AMQ model and it does not restrict inference methods to logic reasoning, the AMQ
model has been defined as a more generic graph structure.

Moreover, the AMQ model can be considered an application of entity-relationship mod-
elling [Che76] to community-based information retrieval tasks, providing a “template”
to designing domain-specific database schemes. In a similar direction, the approach has
some relations to meta-modelling [Bez06] as it can be used to derive models from a tem-
plate model structure.

All of these viewpoints focus on the data structure that the AMQ model defines. Con-
sidering its objective to classify inference tasks and retrieval algorithms for community
knowledge reveals no specific work beyond the general treatments of information retrieval
methods like [BYRNO99].

6 Conclusions

In this article, the “AMQ model” was developed, a representation of virtual communities
that can be used as the basis for information systems to support retrieval and inference
on their data. The model can be considered an attempt to characterise the domain of
virtual communities from a data structure viewpoint considering the most important factors
of explicit and tacit knowledge. Yet the model stays conceptually simple and does not
claim to cover all imaginable scenarios. Rather, it attempts to pragmatically characterise a
domain of applications of community knowledge access, namely such that infer similarity,
relevance, classifications and other information from relations between people, documents
and semantics.

By formalising information structure of community-based retrieval and inference tasks,
the proposed model opens a new perspective on how to develop such approaches, and re-
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search can depart from this into various directions. First, as this paper only discussed the
structure of the data and associated tasks, one of the foremost future research topics is to
fill the tasks with concrete algorithms. Here it is of special interest to explore combina-
tions of existing approaches to obtain better retrieval tools, e.g., merging semantic with
collaborative approaches. Second, an empirical study of the properties of the AMQ graphs
of real-world scenarios may reveal interesting features that may be exploited for novel in-
ference methods, e.g., based on suspected small-world properties of different relations and
their combinations.
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