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Abstract: Hashing-based image retrieval approaches have attracted much attention due to their fast
query speed and low storage cost. In this paper, we propose an Attribute-based Deep Cross Modal
Hashing (ADCMH) network which takes facial attribute modality as a query to retrieve relevant face
images. The ADCMH network can efficiently generate compact binary codes to preserve similarity
between two modalities (i.e., facial attribute and image modalities) in the Hamming space. Our AD-
CMH is an end to end deep cross-modal hashing network, which jointly learns similarity preserving
features and also compensates for the quantization error due to the hashing of the continuous rep-
resentation of modalities to binary codes. Experimental results on two standard datasets with facial
attributes-image modalities indicate that our ADCMH face image retrieval model outperforms most
of the current attribute-guided face image retrieval approaches, which are based on hand crafted
features.
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1 Introduction

Semantic attributes have been significantly exploited by the computer vision society to
improve performance of object recognition, face verification and image search. Facial at-
tributes are invariant and semantic visual properties (i.e., visual properties that have names)
which can be used to express contents of a face image in practice. For example, the content
of a face image can be described by its facial attributes such as “a bald old man wearing
glasses”. Facial attributes have been used in a variety of computer vision applications such
as face search engine and face image retrieval [KBN08, Ku09, TND18, Ka18, TVN17].
Cross-modal retrieval is a key type of image retrieval method which provides similarity
retrieval across different modalities. In this paper, we address the problem of cross-modal
retrieval of relevant face images in response to facial attributes queries by utilizing a deep
cross-modal hashing framework.

A fast and an advantageous solution for an approximate binary nearest neighbors (ANN)
search for image retrieval has been hashing. Hashing methods transform the high-dimensional
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media data into similarity-preserving binary codes for efficient image search. Using this
methodology, ANN search can be done extremely fast by just calculating the hamming
distance between the binary vectors. Furthermore, using binary hash codes to represent
the original data also dramatically reduces the storage cost.

Learning-based hash approaches [AI06, Gi99, Go12] have become popular as they lever-
age the semantic similarity in the training samples for code-construction. However, many
of these methods use hand-crafted features, which do not give satisfactory performance be-
cause feature extraction method for these hand crafted features is completely independent
of the hash code learning procedure. To counter this issue it is very important to com-
bine the feature extraction method and the hash code learning procedure in an end-to-end
framework.

Recently, application of deep learning to hashing methods [Li16, Ca17] have shown that
end-to-end learning of feature extraction and hash coding using deep neural networks is
more efficient than using the hand-crafted features. Particularly, it proves crucial to jointly
learn similarity preserving features and also control the quantization error of hashing con-
tinuous representation to binary codes.

In many applications, the data may have an image content and text content as well such
as information tags from Flicker images. This kind of data is known as multi-modal data.
There has been a surge in the development of multi-modal hashing (MH) techniques used
for ANN search (retrieval) on multi-modal datasets. One very extensively used MH tech-
nique is cross-modal hashing (CMH). CMH returns relevant results of one modality in
response to query of another modality, where respective hash codes in the same latent
hamming space are generated for each individual modality. Most of the CMH techniques
tackle the problem of text-based image retrieval (TBIR) and image-based text retrieval
(IBTR). We are utilizing the cross-modal hashing framework for face image retrieval based
on semantic attributes. In our framework, a user can simply query on the statement such
as ”smiling old man with wavy hair” to retrieve relevant face images from a large dataset.

As already mentioned, the application deep learning to hashing methods give improved
performance when compared to other hashing techniques. There also exist some methods
[Ya17, JL17] which adopt deep learning for cross-modal hashing (CMH) and give im-
proved performance over other CMH techniques which use handcrafted features [ZL14,
ZY12].

We are looking to exploit the deep learning framework for cross modal hashing and re-
trieval of facial images in response to a facial attribute query. Searching for facial im-
ages of people in response to a facial attribute query has been investigated in the past
[KBN08, Va09, SFD11]. Vaquero et al. [Va09] argued that face recognition could be chal-
lenging in surveillance scenarios and hence proposed to search for people in surveillance
systems based on a parsing of human parts and their attributes, including facial hair, eye-
glasses, clothing color, etc. Kumar et al. [KBN08] used a combination of Support Vector
Machines and Adaboost to built an image search engine FaceTracer, which allows users
to retrieve face images based on queries involving multiple visual attributes. However,
these methods did not consider the correlation between attributes. Siddiquie et al.[SFD11]
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proposed a ranking and image retrieval system for faces based on multi-attribute queries,
which explicitly modeled the correlations that are present between the attributes.

However, all of these methods use hand-crafted features to perform a cross-modal retrieval.
We present a novel CMH framework called ADCMH for attribute guided deep cross-
modal hashing for face-image retrieval from large datasets. Main contributions of this
paper include: (1) Attribute guided deep cross modal hashing (ADCMH) : We utilize
deep cross modal hashing for face image retrieval in response to an attribute query which
has not been done previously. (2) Scalable cross-modal hash: ADCMH performs facial
image retrieval using point wise data, and thereby requires neither pairs nor triplets of
training inputs. This characteristic makes it scalable to large scale datasets.

2 Facial Attribute Guided Cross Modal Hashing

The block diagram of the proposed framework ADCMH is given in Fig. 1. In this frame-
work, we provide an algorithm which generates hash codes to retrieve relevant images
from a database based on given facial attributes. The proposed algorithm contains three
main components: 1) Learns a coupled neural network (one of which is used to represent
image modality features while the other one is used to represent facial attribute modal-
ity features) via a distance-based logistic loss to preserve the cross-modal similarity. 2)
Minimizes quantization loss between the original real-valued neural network output fea-
tures for each modality and the learned hash codes to preserve high retrieval performance.
3) Maximizes the entropy corresponding to each bit to obtain the maximum information
provided by the hash codes.

Assume that n is the number of training samples, each sample has two modalities, image
and attribute features. We use X = {xi}n

i=1 to represent the image modality, in which xi is
the raw image i in a training set of size n. In addition, we use Y = {yi}n

i=1 to represent the
attribute modality, in which yi is the annotated facial attributes vector related to image i.
Furthermore, we are given a cross-modal similarity matrix S in which Si j = 1 if image xi
contains a y j facial attribute, and Si j = 0 otherwise. Based on the given training information
(i.e., X, Y and S), the main goal of ADCMH is to learn two hashing functions: h(x)(x) ∈
{−1,+1}c for image modality and h(y)(y) ∈ {−1,+1}c for attribute modality where c is
the number of the bits used in the hash codes. The hash codes need to be learned such
that the cross-modal similarity in S is preserved in the Hamming space, which implies
that if Si j = 1, the Hamming distance between the binary codes c(x)i = h(x)(xi) and c(y)j =

h(y)(yj) should be small and if Si j = 0, the corresponding Hamming distance should be
large enough. Assume that f (wx,xi) ∈Rd represents the learned CNN features for sample
xi corresponding to image modality, and g(wy,yj) denotes the learned MLP features for
sample yj corresponding to attribute modality. Here, wx are the CNN network weights
for image modality, and wy are the MLP network weights for facial attribute modality as
shown in Fig. 1. We define the total objective function for ADCMH as follows:
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Fig. 1: Block Diagram of the ADCMH.

min
Cx,y,wx,wy

J =
n

∑
i=1

n

∑
j=1

`c(p(F∗i,G∗ j),Si j)︸ ︷︷ ︸
distance- based logistic loss

+α (||F−Cx||2F + ||G−Cy||2F)︸ ︷︷ ︸
quantization loss

+β (||F1||2F + ||G1||2F)︸ ︷︷ ︸
entropy maximization

s.t. Cx,y ∈ {+1,−1}c×n,
(1)

where F ∈Rc×n is the image feature matrix constructed by placing CNN features of train-
ing samples column-wise and F∗i = f (wx,xi) is the CNN feature corresponding to sample
xi. Likewise, G ∈ Rc×n is the facial attribute feature matrix constructed by placing MLP
features of training samples column-wise; Cx is the binary hash code matrix for image
modality and Cy is the binary hash code matrix for attribute modality. Notation 1 repre-
sents a vector that all its elements are set to 1.

p(F∗i,G∗ j) =
1+exp(−m)

1+exp(||F∗i−G∗ j ||−m) is distance-based logistic probability; this function re-
turns a value between 0 and 1 which represents the probability of the match between two
feature vectors F∗i and G∗ j from image and attribute modalities respectively, given their
squared distance. Then we can use the cross entropy loss similar to the classification case
for optimization: `c(p,s) =−slog(p)+(s−1)log(1− p). This loss function tries to bring
features of the two modalities referring to the same sample close to each other while push
them away if they refer to two different samples. The m is the margin parameter that
matched/non-matched samples are pushed away from it in the inward/outward direction.

The second term is added to the objective function to generate the hash codes by setting
Cx = sign(F) and Cy = sign(G). Therefore, we can consider that F and G are the con-
tinuous surrogates of Cx and Cy, respectively. Because F and G preserve the cross-modal
similarity in S, this second term helps us to preserve the cross-modal similarity even in the
binary domain using hash codes Cx and Cy. The third term is added to the ADCMH loss
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function to make each bit in the hash code to be balanced for all the training samples since
minimizing ||F1||2F and ||G1||2F makes sum of all elements almost zero (i.e., number of +1
and−1 in each bit of the hash code on all the training be roughly same). Therefore, we can
say that probability of appearing −1 is almost equal to that of +1 and this is equivalent to
maximizing the entropy on the bits of the hash code.

During the experiments, we have noticed that we get better performance if we set Cx =
Cy = C for our training points which means the binary codes from face modality and
attribute modality are set to be same for the same training points. Note that this is true
only for the training points. During testing, we will have to generate different hash codes
for two different modalities for the same point if the point is a query point or a database
point.

Parameters Learning: We used an alternating minimization (optimization) algorithm to
learn network parameters wx, wy and hash codes C . In this algorithm, each time we op-
timize one parameter keeping other parameters fixed and when the algorithm converges,
the converged result is returned as the solution.

Learning (wx) Parameter : In this step, we fix wy and C and optimize the CNN param-
eters wx for the image modality by using back propagation algorithm. We first compute
loss function gradient with respect to output of image modality network as follows:

∂J

∂F∗i
=

n

∑
j=1

∂`c(p(F∗i,G∗ j),Si j)

∂F∗i
+2α(F∗i−C∗i)+2βF1. (2)

The gradient of the first term in Eq. 2 is calculated as follows:

∂`c(p(F∗i,G∗ j),Si j)

∂F∗i
=

−(1+ exp(−m))

(1+ exp(||F∗i−G∗ j||−m))2 × (
Si j

p(F∗i,G∗ j)
+

1−Si j

1− p(F∗i,G∗ j)
).

In the next step, we compute ∂J
∂wx

with ∂J
∂F∗i

by using the chain rule ( ∂J
∂wx

=
∂J
∂F∗i
× ∂F∗i

∂wx
),

based on which back propagation is used to update the parameter wx.

Learning (wy) Parameter : Similar to the previous step, we fix C and wx parameters and
we optimize MLP network parameters wy for the facial attribute modality by using the
back propagation algorithm. We first compute the loss function gradient with respect to
the output of the facial attribute network as follows:

∂J

∂G∗ j
=

n

∑
i=1

∂`c(p(F∗i,G∗ j),Si j)

∂G∗ j
+2α(G∗ j−C∗ j)+2βG1. (3)

In the next step, we compute ∂J
∂wy

with ∂J
∂G∗ j

by using the chain rule ( ∂J
∂wy

=
∂J
∂G∗ j
× ∂G∗ j

∂wy
),

based on which the back propagation algorithm is used to update the parameter wy. The
gradient of the first term in Eq. 3 is similar to what we had for F∗i in (2), but with the
negative sign.
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Fig. 2: Qualitative results: Retrieved images using ADCMH for given facial attributes.

Learning Hash Code (C): Problem in Eq. 1 in can be reformulated as follows when wx
and wy are fixed:

max
C

tr(C>(α(F+G))) = tr(C>D) = ∑
i, j

Ci jDi j s.t. C ∈ {+1,−1}c×n, (4)

where D = α(F+G). It can easily be shown that the hash code Ci j should preserve the
same sign as Di j; thus we can obtain C as follows: C = sign(D) = sign(α(F+G)).

3 Experimental Results

Implementation: As shown in Fig. 1, the proposed framework of ADCMH network is
composed of two networks : Convolutional Neural Network (CNN) and Multi-layer Per-
ceptron (MLP). CNN is used to extract features for image modality while the MLP is used
to extract features for facial attribute modality. For CNN network, we have used VGG19
network with the same filter size, convolutional layers, and pooling operation for learning
the image modality features. However, the number of nodes in the last fully connected
layer is the hash code length (the code length in all the experiment is 64 bits). We initialize
our CNN parameters by a VGG19 pre-trained using the ImageNet dataset and then we fine
tune it as a classifier by using the CASIA-Web Face dataset, which contains 10,575 sub-
jects and 494,414 images. Fine-tuning using CASIA-Web Face is only performed for the
image-modality as it helps the CNN to learn better and specialized set of facial features.

For MLP network, we have used three fully connected layers to learn features for facial
attribute modality. To learn attribute features from this network, we first represent each
input image with a vector formed by 1′s and 0′s which indicate the presence or absence
of corresponding facial attribute, respectively. This facial attribute vector is used as input
to the MLP network. The first and second layer in the MLP network contains 4096 nodes
and the number of nodes in the last fully connected layer is the hash code length (64 bits
for our experiments). The activation function for the first and second layers is ReLU, and
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Fig. 3: Ranking performance on the LFW dataset.

for the third layer is the identity function. The weights of the MLP network are initialized
by sampling randomly from N (0,0.01) except for the bias parameters that are initialized
with zeros. Note that we do not use CASIA-Web Face for fine-tuning the MLP because
CASIA-Web Face does not provide annotated facial attributes.

We use the Adam optimizer [KB14] with the default hyper-parameter values (ε = 10−3,
β1 = 0.9, β2 = 0.999) to train all the parameters using alternative minimization approach.
The batch size in all the experiments is fixed to 128. Furthermore, during the experiments,
we noticed that our ADCMH is not sensitive to hyper-parameters α and β when they are
in the range [1.5,2.5]. Our ADCMH is implemented in TensorFlow with python API and
all the experiments are conducted on two GeForce GTX TITAN X 12GB GPUs.

Datasets: We evaluated ADCMH performance on two face datasets including the LFW
[Hu07] and FaceTracer [KBN08] annotated by facial attributes. LFW is a well-known
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Fig. 4: Ranking performance on the FaceTracer dataset.

dataset of more than 13,000 images of faces collected from the internet for face recognition
as well as attribute classification. The FaceTracer database is a large collection of 15000
real-world face images, collected from the internet. For comparison purposes, we have
been consistent with the train and test split of these datasets as used in MARR [SFD11].

Evaluation Results: We use NDCG (normalized discounted cumulative gain) to compare
ADCMH performance with other methods. NDCG is a standard single-number measure of
ranking quality that allows non-binary relevance judgments. It is defined as NDCG@k =
1
Z ∑

k
i=1

2rel(i)−1
log(i+1) , where rel(i) is the relevance of the ith ranked image and Z is a normaliza-

tion constant to ensure that the correct ranking results in an NDCG score of 1. We have
compared our retrieval and ranking results with some of the other state-of-the-art ranking
approaches including Multi Attribute Retrieval and Ranking (MARR) [SFD11], rankBoost
[Fr03], Direct Optimization of Ranking Measures (DORM) [LS07], TagProp [Gu09].



Facial Attribute Guided Deep Cross-Modal Hashing 9

Fig. 2 indicates the qualitative result of ADCMH approach for the given facial attributes.
Fig. 3 and Fig. 4 plots the NDCG scores, as a function of the ranking truncation level K,
using different number of attribute queries for the LFW and FaceTracer dataset, respec-
tively. From the Fig. 3 and Fig. 4, it is clear that our approach (ADCMH) is significantly
better than the other methods for all three types of queries, at all values of K. For LFW
dataset, at a truncation level of 20 (NDCG@20), for single, double and triple attribute
queries, ADCMH is respectively, 2.5%, 2.5% and 0.5% better than MARR, the second
best method. We can observe that the NDCG values for the FaceTracer dataset for all
methods are relatively lower when compared to the LFW dataset. This is due to the differ-
ence in the distributions of the two datasets. For comparison with previous state-of-the-art
ranking approaches, we have only used single, double and triple attribute queries for our
ranking performance. However, we have used more than 3 queries to test our system as
shown in the qualitative results in Fig. 2.

From the results, we can observe that our proposed deep-hashing based face image re-
trieval method ADCMH outperforms the other methods, which use hand-crafted features
for face image retrieval.

4 Conclusion

In this paper, we proposed a facial attribute-based algorithm using deep hashing network to
retrieve relevant images from the database.The method takes facial attributes as query and
returns a list of images based on a Hamming distance similarity. The experimental results
show that our method outperforms most of the current face image retrieval approaches.
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