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ABSTRACT
AI systems pose unknown challenges for designers, policymak-
ers, and users which aggravates the assessment of potential harms
and outcomes. Although understanding risks is a requirement for
building trust in technology, users are often excluded from legal
assessments and explanations of AI hazards. To address this is-
sue we conducted three focus groups with 18 participants in total
and discussed the European proposal for a legal framework for AI.
Based on this, we aim to build a (conceptual) model that guides
policymakers, designers, and researchers in understanding users’
risk perception of AI systems. In this paper, we provide selected
examples based on our preliminary results. Moreover, we argue for
the benefits of such a perspective.
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1 INTRODUCTION
With the growing influence of AI-powered systems, automated
decision-making systems, and their real-world consequences for
people, the call for regulations and policy is increasingly coming
into focus by policymakers and society. They aim to "provide AI
developers, deployers and users with clear requirements and obli-
gations regarding specific uses of AI" [7].

The need to understand the precarious nature of design and
the central role of risk in AI design is also highlighted from a re-
search perspective [13, 19, 20]. Here, research is predominantly
influenced by two perspectives — the philosophical and the engi-
neering view [14, 20]. While the first stresses the danger of future
super-intelligent systems and the need for regulation, the second
perspective stresses a solutionist approach. Our approach, in con-
trast, is inspired by a realistic stance [20] that focuses on the current
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capabilities of AI systems as learning algorithms, where risk han-
dling is part of the design process and should be made explicit
through user understanding, and user participation.

A vast majority of research, as well as the policy approach [9],
are, however, not based on users’ understandings of risks, but on
experts’ opinions. This is, however, problematic as it (1) non-experts
perceive risks differently than experts [5, 22], and (2) neglects the
role of user-participation in design [20].

To address this gap and inform and qualify designers [24] as
well as policymakers [15] we conducted focus group workshops
[17, 21] with 18 participants to understand their mental models and
explanations about AI and its respective risks. All participants are
based in Germany, are in an age range of 23 to 49, and 11 participants
self-identified as male, while seven described themselves as female.
Based on the 12 use cases presented by the EU in their regulatory
framework [7] the sessions consisted of three tasks:

(1) Familiarization with 12 use cases (for instance AI application
in robot-assisted surgery) from the EU regulatory frame-
work and group discussion on experiences and opinions to
establish a common ground.

(2) Sorting of the use cases into the four risk categories unaccept-
able risk, high-risk, limited risk, and minimal risk proposed
by the EU Commission [7].

(3) Disclosure of experts’ risk categorization and discussion of
similarities and differences.

We transcribed the sessions and analyzed them based on the
thematic analysis approach by Braun and Clarke [3]. For this pur-
pose, we started to cluster thoughts and textual excerpts from the
transcripts on a virtual whiteboard into initial themes.

In this position paper, we present the first results to support our
claim for a stronger involvement of users in the risk assessment of
AI. This approach does not only contribute to HCI’s understanding
of how users perceive AI systems [1] but also attempts to inform pol-
icymakers about misconceptions and blind-spot they might have.
Overall we aim to develop a (conceptual) model that guides re-
searchers, designers, and policymakers in incorporating users’ risk
perceptions.
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2 PRELIMINARY FINDINGS & DISCUSSION
Our preliminary analysis shows how users perceive and explain
the risk of AI. The resulting classification of risks into categories
is quite similar between our participants and the experts of the
EU, but the explanations differ. In the following, we introduce the
findings and provide interesting examples.

2.1 Dimensions of Risk & Example Designers’
Responsibility for the Risk

The analysis of the focus groups revealed five themes that describe
dimensions used to allocate and further explain a risk.

• When - (1) risks during design and development, (2) proce-
dural risks, and (3) distributive risks after user receipt.

• Who - (4) risks affecting individuals or (5) society as a whole.
Thereby, the When and the Who are mutually related, and in

most cases, more than one theme is used to explain and under-
stand the risk. Interestingly, users perceive most risks occurring
before usage and during system development. In contrast, the legal
framework [7] focuses more on regulating high-risk systems during
use. Participants for example discussed the involved people in the
design process:

"If you think about, who feeds the algorithms and
who develops the system? You have to check, are the
people diverse?" (P13)

Therefore, a user-centered policy should also prioritize regulat-
ing and guiding system development and deployment. This provides
an interesting starting point for HCI to disseminate results, as we
made contributions to accessibility policies earlier [16].

Moreover, our participants paid little or no attention to eco-
nomic, military, or legal risks [9, 12]. This could be problematic if
systems are banned or restricted based on concerns, as users may
feel patronized and unable to comprehend such regulations. Thus, a
democratization of the discourse is crucial, as argued by Garvey [9].
However, participants had a limited understanding of AI capabili-
ties, primarily focusing on questions about what AI is allowed to
do and what it can do. This perspective can lead to underestimating
risks or overemphasizing legal frameworks due to future use cases
[14]. Therefore, promoting literacy on AI capabilities and risks is
essential for informed decision-making and risk management.

2.2 Assessment of Risk & Example Impact of the
Risk in Relation to Human Decisions

From the participant discussions, we identified six criteria for sort-
ing use cases:

(1) Risk Occurrence Probability
(2) Impact of the Risk
(3) Impact of the Risk in Relation to Human Decisions
(4) Voluntary Use
(5) Abusive Use Probability
(6) Design Intention
The first three categories focus on assessing specific key risks,

while the other three focus on overall use case assessment. These
criteria overlap and represent different perspectives used for risk
assessment. Participants made an interesting comparison between

the impact of risks and human decisions. They recognized risks as-
sociated with both humans and AI systems, determining the higher
probability of risk occurrence for either humans or machines. For
example, in robot-assisted surgery, some participants preferred AI
systems due to the computer model’s extensive learning experience
compared to a surgeon’s limited professional years.

"I see zero risk and would always prefer the AI system
because of the computer model’s learning experience;
a surgeon can not collect in his life. We are only lim-
ited beings; he has a maximum of 40 professional
years and can also have a bad day"(P6)

However, other studies [2] suggest that the mere fact that a
machine or algorithm is making decisions and evaluating human
behavior can trigger negative feelings. It is essential to consider
whether mechanical or human requirements are more suitable for
solving a decision, andwho is more likely to experience the risk [18].
In practice, it might be challenging to define humans’ and machines’
exact risk occurrence probabilities concerning a given risk for each
system. Nevertheless, we should try to find out whether users have
fewer negative feelings about AI-powered systems if they know the
probability of risk relative to humans. In doing so, we would like
to point out that the goal is not to avoid risk, but provide means to
engage users and allow them to more actively manage risks.

2.3 Towards a (Conceptual) Model of
User-Centered Risk-Understanding

Many studies and surveys focus on specific applications or privacy
risks [8, 11, 12, 19]. However, our approach addresses the general
risks of AI-powered systems based on use cases and the EU frame-
work [6]. We aim to develop a conceptual model or framework that
considers end-user perspectives and differences in risk perception
(see e.g., [22]), which is crucial for building trust in AI systems [10].
Designers and developers play a vital role in mitigating these risks
by adopting user-centered practices and emphasizing all aspects
of the AI life cycle [4]. Providing information about the design
process, considerations, data used, and organizational aspects helps
users make informed decisions. While previous approaches have
primarily focused on technical perspectives [23] to address bias and
harm along the AI life cycle [4], our user-oriented approach com-
plements this by highlighting users’ perceptions of risks and their
consequences. By defining risks along the AI life cycle, users gain a
better understanding of when specific risks may occur, enhancing
explanations of AI.

3 CONCLUSION
The increasing prevalence of AI systems has led to calls for regu-
lations, but there is a lack of understanding regarding how users
perceive the risks associated with AI. Our research goal is to serve
as an initial approach to bridge the gap between different perspec-
tives, enabling designers, companies, and regulatory authorities to
address user concerns. Our findings highlight the importance of
the user perspective. The explanations of AI differ between users
and experts, and there is a need to discuss uncertainties and po-
tential negative consequences more openly. We aim to initiate a
nuanced discourse about the risks and consequences of AI systems
that enhances trust and highlights their benefits.
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