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Random Forests are among the most popular machine learning models
with applications e.g. in healthcare and finance. Especially the financial
and medical sector handle very sensitive data. Privacy-preserving machine
learning enables secure outsourcing of machine learning tasks to an un-
trusted service provider while preserving the privacy of the user’s data.
The approach we present here uses Homomporhic Encryption, which is
an encryption scheme that allows data owners to encrypt their data and
let a third party perform computations on it, without knowing what is the
underlying data. After obtaining a result on encrypted data, this result can
be sent back to the data owner who can decrypt the result.
Training a Random Forest is the process of producing an ensemble of deci-
sion trees when given a dataset of labeled examples. The goal of training is
to obtain a Random Forest that yields accurate predictions on unseen data
by aggregating scores from all trees in the forest to produce a prediction.
In the following, we will see how Random Forests can be trained on en-
crypted data and how we can improve the Random Forests’ performance
by modeling it efficiently as a deep neural network, called Neural Random
Forest. We will see that we can adapt this version of a Random Forest into
a Homomorphic Random Forest which is able to do quick inference on
encrypted data.
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